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Abstract
          This qualitative exploratory case study examines faculty members from various disciplines at a midsized urban university addressing challenges related to the widespread use of generative artificial intelligence (genAI) in higher education. Through addressing barriers such as faculty perceptions and misconceptions, factors impacting teacher resilience, and the need for multi-stakeholder support in developing literacy of generative AI technology, faculty can develop strategies to help support students in navigating the various challenges presented by generative AI in their classrooms. Through examining faculty approaches to incorporating generative AI across disciplines, this study offers pedagogical approaches to ethical incorporation of generative AI into higher education classrooms. Utilizing an Ethics of Care framework, this research study illustrates ways faculty can build resilience to develop caring pedagogical approaches to guiding responsible and effective use of Generative AI technologies. Finally, this study applies an Ethics of Care to address ambiguity around rules for appropriate use and strategies that make incorporation so time consuming. 
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CHAPTER ONE: INTRODUCTION
Problem of Practice
Generative AI, such as ChatGPT and Gemini, present the extraordinary ability to perform complex tasks in the field of education, causing mixed reactions among educators about the potential to revolutionize existing educational practices both positively and negatively. Concerns related to the use of generative AI in education present uncertainty about how to develop comprehensive policies on ethical use. Thus, two significant challenges for educators and students posed by the widespread access of generative AI are the ambiguity around rules for appropriate use and the time-consuming task of effective incorporation into course materials (Neumann, Rauschenberger & Schön, 2023). Responses are further complicated by mixed feelings about how to respond to generative AI in education and a lack of support for teachers. These new and complex challenges set the stage for the proposed research.
Purpose of the Study
The purpose of this qualitative exploratory case study is to examine ways faculty members from various disciplines at a midsized urban university address the challenges related to the use and management of generative AI in higher education. By examining barriers such as faculty perceptions and misconceptions, factors impacting teacher resilience, and the need for multi-stakeholder support in developing digital literacy, faculty can develop strategies to help support students in navigating the various challenges presented by generative AI in their classrooms. By utilizing an Ethics of Care framework, this research study aims to illustrate ways faculty can build resilience to develop caring pedagogical approaches to guiding responsible and effective use. By examining faculty approaches to incorporating generative AI across disciplines, this study offers pedagogical approaches to ethical incorporation of generative AI into higher education classrooms. Finally, this study aims to apply an Ethics of Care to address the ambiguity around rules for appropriate use and strategies that make incorporation so time consuming. 
Background
In late November 2022, OpenAI introduced ChatGPT on the heels of educators recovering from a global pandemic; widespread access to generative artificial intelligence (genAI) technology, specifically Large Language Models (LLMs) such as ChatGPT and Google Gemini, poses significant challenges to academic integrity within higher education. Not only are these technologies impossible to detect with plagiarism software, but they are also free and can produce human-like language in a matter of seconds, allowing students to submit work completed entirely by a machine to claim it as their own (Cotton et al., 2023). Further, the ease of access with open-source models like ChatGPT and Gemini has led to fears of widespread misuse of AI technology in academic settings, pressuring educators to reexamine teaching and learning practices (Crawford & Cowling, 2023). These technologies are also being utilized outside academia— marketed to students on social media with the promise of saving time on mundane educational tasks that “straddle the line between aiding study and blatantly enabling cheating” (Watkins, 2024a). The strategic marketing designed for students to inform the choices of how they use generative AI can have major implications, especially in academia. Faculty need support to build resilience to confront misinformation around generative AI tools to begin conversations about ethical use to help students mitigate potentials harms. 
Reflecting on lessons learned from the stressors posed by the pandemic, educators had to pivot pedagogically in major ways, revealing the need for attending to the wellbeing of students and faculty by developing greater resilience in higher education (Williams et al., 2022). In the face of the new digital era, resilience is needed again to respond pedagogically to the demands brought about by generative AI in education to comprehensively address challenges to academic integrity, but more importantly to attend to the relationship between teachers and students. 
Traditional definitions of resilience, such as the one provided by the U.S. Department of State, resilience focuses on the individual and “the ability to successfully adapt to stressors, maintaining psychological well-being in the face of adversity. It’s the ability to “bounce back” from difficult experiences” (U.S. Department of State, 2017). Whereas in a post-pandemic world, resilience needs to be re-imagined to respond effectively to generative AI “to include an emphasis on well-being for all members of higher education communities. This requires recognizing the importance of personal well-being of our faculty, students, and staff as well as the professional and community well-being throughout institutions of higher education” (Williams, et al., 2022). Institutional acknowledgement and support for teacher wellbeing is lacking (Fu Q, 2024), so HE faculty must rely on support from their community to build resilience to respond to generative AI in higher education. Resilience is built when educators work as a community and strengthen connections (Patel et al., 2017) to address new challenges. However, teacher resilience has been largely ignored by institutions, while teachers continue to carry heavy workloads and battle burnout (Boon, 2021). 
The fact is generative AI presents yet another challenge for teachers to navigate on their own as they determine how to move forward into a new digital era. Public access to generative AI presents a unique challenge for educators because it is a technology that was not slowly and intentionally adopted, but fell into the laps of teachers, which means there is limited or no support for faculty to respond to the myriad of ethical concerns brought about by generative AI in higher education. Additionally, autonomy around classroom policies has resulted in inconsistent assessment of the use of generative AI, creating confusion for students about what might be permissible in each course (Neumann, Rauschenberger & Schön, 2023). Individual teachers now bear the responsibility of addressing new ethical concerns brought about by generative AI tools related to a myriad of ethical concerns such as, data privacy, algorithmic bias, and hidden algorithmic ranking (Bhatt & Mackenzie, 2019), to name a few. Further, for those who decide to incorporate generative AI into their courses, faculty face the task of determining and developing comprehensive pedagogical approaches to ethical use of generative AI in their classrooms without the needed institutional and stakeholder support. 
One way to begin building resilience in higher education is to develop greater support for teachers, which according to scholars, should include collaboration among all stakeholders.  Ideally university leadership and policymakers to state and community leaders should help teachers determine ethical frameworks that can help to effectively guide the appropriate use of genAI. However, growing fears of misuse and resistance to adoption of technology have created barriers for teachers to building literacy of generative AI technologies. As Holmes et al., (2022) note, to use AI safely, effectively, and ethically in education, clear ethical frameworks developed by Artificial Intelligence in Education (AIED) scholars and supportive discussions between all stakeholders are needed, informed by more than scholarly research. 
However, at the time of this study progress has been slowed by the lack of research on best practices from educators and AIED scholars (Zawacki-Richter et al., 2019) alongside fears surrounding adoption of generative AI in higher education, adding to questions of how to respond, further creating barriers to practical research findings. In fact, researchers report that several higher education institutions have chosen to ban the use of AI, with teachers planning to treat the use of tools such as ChatGPT as plagiarism (Ibrahim et al., 2023). Mounting concerns about misuse are increasingly validated as recent studies on student (mis)use are published. One such study by Chan (2023) found that “75% of students believe that using the programme [ChatGPT] for cheating is wrong but still do it, and nearly 30% believe their professors are unaware of their use of the tool” (p. 39). Additionally, another study conducted by Ibrahim et al., (2023) found that most students plan to use ChatGPT on assignments and “believe their peers would approve of its use”, while their professors count AI use as plagiarism, resulting in students hiding their use (p. 12195-96). At this point, scholarship has not provided a clear path forward, leaving teachers unprepared due to the lack training and scholarship in how to respond, which challenges their resilience as well as the trust between teacher and student, impacting the ability of teachers to confidently guide the conversation on ethical use in a classroom context. Further, scholars caution teachers to not only address appropriate use, but help students develop critical awareness of the power structures and potential harms resulting from operating out of ignorance (Bhatt & MacKenzie, 2019; Ibrahim et al, 2023). 
Clearly, current scholarship points to how faculty in higher education need support from various stakeholders to build resilience for responding to the many challenges to teaching and learning brought on by generative AI, but, reflecting on lessons learned from the pandemic, Williams et al., (2022) notes that COVID brought light to already existing issues of the role of stress in contributing to overall factors of “dissatisfaction leading to burnout and how ongoing demands for productivity coupled with a climate that fosters insecurities contribute to stress responses in faculty and toxic stress” (p. 11) as support for faculty does not come from university trainings, but from drawing on a community to share common struggles to increase the overall wellbeing. 
Therefore, to begin building resilience in the digital era, faculty must begin examining the factors impacting their perceptions and misconceptions of generative AI technology to move beyond uncertainty. For instance, instead of penalizing students over potential misuse, faculty should begin working together to guide ethical and appropriate use of generative AI through relationship-building in the college classroom. However, many higher education faculty remain unprepared in many ways for the fast-changing landscape of generative AI in higher education and need greater support, guidance, and pedagogical training (Williams et al., 2021; Ibrahim et al., 2023; Rudolph et al., 2023; Hargreaves & Fullan, 2020). Thus, this study sought to examine employing a multistakeholder approach, coupled with an Ethics of Care (Noddings, 2002) framework, Higher Education Institutions (HEI) can help build support and resilience for faculty to confidently address plagiarism concerns and help guide students in ethical use toward innovation in learning in caring ways.   
Theoretical Framework
	The theoretical framework utilized in this study is an Ethics of Care (Noddings, 2002), focuses on developing and nurturing a natural care for others, with the goal of practical application and “establishing the conditions under which caring-for can flourish...[as] caring-about is empty if it does not culminate in caring relations” (p. 23-4). The Ethics of Care theory was originally developed by educator and researcher, Nel Noddings in 1984. Essentially, the focus of this theory is on developing an environment that focuses on practically demonstrating genuine care for others, then fostering care so it can grow in both the carer and the cared-for, in Noddings’ case, the teacher and her students. The primary goal of care ethics is to develop care for another that is reciprocal and committed to the wellbeing of the other. In the context of applying care ethics to generative AI in education and the need for resilience, Williams et al., (2021) notes that resilience in higher education should “include an emphasis on well-being for all members of higher education communities” (p.4)  whereas one of the lessons learned from pandemic teaching was not “more training on technology and online tools, what we needed was a way to attend to our insecurities, an environment that signaled that we were all in this together, and the recognition that we needed help” (p.6). The same lesson of building resilience through caring for the community can be applied to responding to generative AI. Therefore, Noddings’ Four Components of Care provide an appropriate framework for teachers to utilize in building support for this new digital context. As illustrated in figure 1, modeling, practice, dialogue and confirmation are first rooted in a foundation of a caring relationship between teacher and student in navigating the moral responsibility involved in using generative AI in education.
Figure 1
The Four Components of Care[image: A diagram of a model of a building
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By utilizing a caring approach to responding to the various ethical dilemmas brought about by generative AI, teachers can focus on relationship building as a means of supporting moral decision making. 
Context
The growing fear and suspicion surrounding widespread (mis)use and availability of generative AI in education and the lack of transparency threatens the trust between teachers and students (Ibrahim et. al, 2023) not to mention the ability to be resilient to the challenges posed by generative AI in education. Also, as some universities are quickly embracing generative AI, higher education faculty are becoming responsible for guiding students in developing digital literacy by understanding appropriate use and potential harms. 
	On the other side of the debate, proponents of generative AI implementation in higher education say these technologies can offer educational opportunities and increase learning outcomes, with new studies providing impressive results more and more. Some potential benefits of generative AI are increased student engagement, collaboration, and accessibility by providing a means of conversation regarding content and timely feedback— offloading teacher responsibilities— plus intelligent tutoring (ITS) for students who need more instruction on content (Cotton et al., 2023; Gillani et al., 2023, Malinka et al., 2023). Further, Kshirsagar et al., (2023) argue AI in general provides educational opportunities to help improve educational outcomes, like LMS software that can help keep track of student learning and algorithms that provide info to enhance learning. In terms of larger opportunities for education, AI offers a host of digital learning platforms that could eventually help replace formative assessments, automated assessments of writing submissions, AI automated interactions between students and counselors for intake forms, as well as intelligent virtual reality, in addition to collaborative learning (Gillani et al., 2023; Zawacki-Richter et al., 2019). The problem is, major ethical matters such as bias are the largest issue next to misuse, targeting low-income or minorities, as programs may discriminate (Holmes et al., 2022; Gillani et al., 2023). But, as harmful use is mitigated, the potential promise of good AI is growing as new research proves the benefits of advancements to educational outcomes and other sectors are becoming more substantial. However, since incorporation of generative AI is still evolving, teachers need to build understanding around practical use cases for their own disciplines to make decisions about whether to implement new tools for various tasks. 
The task of clear implementation is complicated by a lack of accurate detection software, coupled with the scholarly and public press, resulting in increased fears of plagiarism and misuse, contributing to a feeling of a loss of control regarding generative AI in education (Prinsloo, 2017). All these factors combined have the potential to impact the relationship between teachers and students. While there may be several positive use cases for the classroom, mixed messages about potential harms create hesitation and uncertainty. Instead of reacting out of fear and relying on surveilling and policing students in their use of generative AI, teachers need to “build trusting relationships with students in a student-centric pedagogy and assessments” (Rudolph et al., 2023) which begins with helping teachers develop a caring and critical pedagogical approach to generative AI in the classroom. Applying care ethics gives teachers a framework to use for responding to the challenge of emerging technology in higher education. 
Bhatt & Mackenzie (2019) point out that literacy is a social practice, and teachers are often important literacy sponsors, and trusted authorities for determining what is valid and appropriate. So, with responsibility mounting as role models and trusted guides, teachers need a practical framework to guide student interactions in determining best practices on the ground floor. In this study, the researcher used an Ethics of Care theory (Noddings, 2002) to explore ways higher education faculty at a midsized urban university might collaborate with stakeholders to build resilience toward emerging AI technology as well as protect and foster the delicate trust between teachers and students in addressing the challenges to teaching and learning posed by generative AI. 
Further, as previously mentioned, teachers are unprepared and lack the tools, training, and research to handle this shift pedagogically. Zawacki-Richter et al., (2019) notes that one reason for this is the lack of AIED research of theoretical approaches to AI in education. Nguyen et al, (2023) further add that, 
despite the rapid growth of AI for education (AIED) and the surge in its demands under the COVID-19 impacts, little is known about what ethical principles should be in guiding the design, development, and deployment of ethical and trustworthy AI in education (p. 4221-22). 
	Therefore, expecting teachers to determine ethical frameworks for their particular disciplines, and then shift emotionally and pedagogically to train students on how to safely teach AI, is too complex to expect them to accomplish on their own. While a variety of research disciplines stress the need for a practice-focused approach intertwining theory and application (Holmes et al., 2022; Malik et al., 2023), more support is needed for teachers. Thus, this study applies an Ethics of Care (Noddings, 2002) theory as well as an examination of various ways faculty build support. More specifically, the aim of this research is to explore ways higher education faculty members build support, or need support, for developing resilience in responding to and guiding students ethically in incorporating new generative AI technology into the classroom.
Research Questions
1. How do faculty members perceive and understand the role of generative AI in education, and to what extent are they familiar with its practical applications and limitations?
2. What specific challenges, such as collective trauma or burnout, do faculty members raise when contemplating the integration of generative AI tools within their teaching approaches or pedagogy, and how do these concerns vary across different academic disciplines?
3. In what ways do faculty members design, adapt, and ethically incorporate generative AI into their course materials to enhance learning outcomes, and what strategies do they employ to ensure responsible and effective usage in caring ways?
4. What kinds of university support and/ or collaboration is available to higher education faculty around building literacy of generative AI and to increase resilience?  
Research Methods
[bookmark: _Int_zotrsByr][bookmark: _Int_IYV356jd]A qualitative approach was best for this study because the researcher sought to explore and understand a human and social problem from individuals who make up a larger group of educators (Creswell & Creswell, 2018). Further, qualitative research is best applied when addressing a research problem where the variables are unknown (Creswell & Guetterman, 2019), unlike in a quantitative study where variables are defined. Additionally, gathering qualitative responses helped to determine how faculty are demonstrating care for others according to the researcher’s framework. Whereas in quantitative research, the focus is on testing objective theories with numerical data and visuals, (Creswell & Creswell, 2018), the research sought to understand the “why” behind behaviors, and a deeper investigation into the thoughts and actions of the faculty community at a particular university regarding their perceptions of generative AI. Last, exploratory case study honors the process of discovery as a means of storytelling — the participants tell the researcher the reasons for their own beliefs and actions (Yin, 2018).
The researcher intended to utilize an exploratory case study to research acts of caring by documenting potential ways faculty may or may not be demonstrating care in their response to the challenges to teaching and learning from generative AI. To collect qualitative research regarding higher education faculty attitudes and perceptions of new generative AI technologies, the best approach was to use qualitative one-on-one semi structured interviews and follow up focus groups utilizing a series of closed and open-ended questions, lasting one hour, to elicit feedback on faculty attitudes and perceptions regarding emerging AI technology. 
Qualitative research is an inductive process of finding out how data informs and helps answer research questions (Creswell & Creswell, 2018). Since this case study was exploratory in nature, a combination of deductive and inductive methods to discern the reasons behind faculty choice of best practices and ethical frameworks for guiding appropriate use, or the choice to not include generative AI in their classrooms was used. Furthermore, using interviews allowed the researcher to explore faculty attitudes and perceptions, without restricting the views of participants (Creswell & Guetterman, 2019) related to new genAI technology, as well as to evaluate ways faculty determine best practices. Furthermore, an exploratory case study was a good fit for this study as it allows for open-ended inquiry, in the form of qualitative interviews, as a way of discovering the reasons behind why faculty function in certain ways that that the researcher may not know or understand (Creswell & Guetterman, 2019). Thus, by honoring the process of discovery as a means of storytelling the participants tell the researcher the reasons for their own beliefs and actions for understanding emerging AI in higher education (Creswell & Guetterman).
Data collection was conducted in the form of semi-structured qualitative one-on-one interviews, followed by one focus group from higher education faculty at a midsized urban university. An inquiry concerning faculty perceptions of AI and building literacy, challenges to ethical incorporation, ways to ethically design pedagogy in caring ways, and collaboration and support in increasing resilience was conducted. The researcher was particularly interested in understanding ways members demonstrate care for students in guiding ethical use of AI. Regarding the design of this study, because of the newness of this topic and the need for faculty support, the researcher utilized an exploratory case study using Noddings’ (2002) Four Components of Care (modeling, dialogue, practice, confirmation) to investigate potential ways faculty may or may not be demonstrating care for one another and students. 
Following an initial survey, one-on-one interview questions incorporated concepts related to Noddings’ (2002) Four Components of Care: modeling, dialogue, practice, and confirmation to study and explore if or how faculty build support and resilience to help demonstrate care for one another and their students. Care is essential in strengthening trust and communication between teachers and students around determining ethical and appropriate use of generative AI. Additionally, as mentioned above, after conducting individual one-on-one interviews with participants, the researcher conducted one follow up focus group, comprised of interested and available interview participants. This allowed the researcher to observe ways faculty discuss questions and provide examples to document evidence of an Ethics of Care (Noddings, 2002) between faculty and their students as they discussed and described the ways they have determined best practices and/ or ethical frameworks to guide appropriate use of generative AI, including building digital literacy.  
[bookmark: OLE_LINK1]To determine participants, the researcher purposely sampled faculty from various disciplines across campus at the midsized urban university who were 1) currently teaching classes on campus and 2) either considering incorporating, or already teaching generative AI. According to Creswell and Guetterman (2019), “in purposeful sampling researchers intentionally select individuals and sites to learn or understand the central phenomenon” (p. 206). Therefore, choosing a variety of faculty provided diverse participants from different disciplines across campus to help the researcher study the role and impact of generative AI and ethical frameworks in education from various perspectives. 
To begin selecting participants, the researcher sent an introductory email to department chairs from five disciplines: 1) School of Public Service 2) Computer Science 3) Business 4) Philosophy and 5) Nursing explaining the study and the intent to invite interested faculty members who were considering incorporating generative AI into their curriculum. The chairs then forwarded the screening survey to invite qualified faculty to participate in the research, which included short answer questions for feedback on technology use, collaboration with stakeholders, and ethical considerations. Five participants expressed interest in the study and were invited to participate along with two more from the Department of Writing Studies who were involved in the work of generative AI. Once survey data were collected, all seven surveys were reviewed to determine faculty who best fit the criteria based on their knowledge and desire to incorporate generative AI (genAI) and ways they were actively collaborating with colleagues to develop safe and ethical use in the classroom. After reviewing surveys, the researcher found all the participants met the criteria of the study and invited all participants to schedule one on one interviews in April 2024.
After determining all seven participants met the desired criteria for the study and consent forms were emailed and signed, the researcher conducted one-on-one virtual interviews, lasting one hour, of each individual faculty member covering the research questions included in this study regarding faculty perceptions, challenges to issues of ethical incorporation and building resilience through collaboration with stakeholders. Once interviewed, the researcher then invited interviewees to participate in a follow up focus group lasting 60 minutes. The focus group served to further tease out themes from one-on-one interviews related to teacher perception regarding the incorporation of generative AI, ethical frameworks, and ways faculty collaboration provides support in building resiliency, as well as rationale for ethical frameworks that guide use of generative AI in their classrooms.
 	Once the focus group interview was complete, the researcher reviewed the data and determined that the level of saturation had been reached and no additional focus group was needed to flush out new findings.  A second focus group was originally a consideration as part of the original design to help clarify initial discussions and revisit themes for deeper analysis and evaluate data for evidence of Noddings’ (2002) Four Components of Care. However, after completing all interviews and the follow up focus group, the researcher realized participants provided enough information and examples to clearly illustrate ways they addressed ethical use and cared for their students. Thus, having collected all data, the researcher analyzed the data for themes related to faculty attitudes and perceptions, technology adoption and incorporation, appropriate use, and ethical frameworks, including an Ethics of Care (Noddings, 2002), and building resilience. Qualtrics® was used to record survey responses and then Zoom® to audio record interviews and the focus group. All recordings were then moved to Otter.ai to transcribe all data and each participant was assigned pseudonyms. 
Definition of Terms
AIED- AI in Education, a branch of research that examines the implications and impacts of artificial Intelligence in education. 
LLM- Large Language Model, a form of generative artificial intelligence (AI) that is trained on enormous amounts of data to produce text that mimics human language and generates text based on prediction. 
Generative AI (GenAI) is a category for a variety of technological tools built to use information from Large Language Models (LLMs) and other AI technology to generate text, images, and content in humanlike ways.  
Resilience- Is the ability to “bounce back” by sharing cares and concerns with others to build support, rather than individually with a focus on wellbeing.  

CHAPTER TWO LITERATURE REVIEW
Introduction to the Literature Review
The original problem of practice guiding this review was designed to explore ways higher education faculty address barriers for building resilience in responding to generative AI to ethically incorporate various kinds of generative AI into course materials to ensure responsible and effective use. The purpose of this review is to provide insight from scholars in the field who discuss potential solutions to develop an informed pedagogical approach focused on ways faculty can build digital literacy for determining best practices, as well as practical ethical approaches to generative AI in the classroom in caring ways.
The research questions guiding this study are related to 1) How faculty perceive and understand the role of generative AI in education 2) Specific challenges facing faculty members in developing safe integration of generative AI tools within their teaching approaches or pedagogy 3) Ways to design, adapt, and ethically incorporate generative AI into course materials and strategies to ensure responsible and effective usage in caring ways 4) What kinds of university or stakeholder support and/ or collaboration is available to higher education faculty around building literacy of generative AI. 
The following sources are sorted into common themes which help build background and context of generative AI in higher education around issues of teacher perception pertaining to academic integrity and questions related to theories of ethical use of generative AI in Education (AIED). The review begins with an introduction to the theoretical framework of an Ethics of Care (Noddings, 2002) that will guide the analysis of how teachers can interact with stakeholders and students to begin developing resilience to approaching ethical AI in the classroom. Challenges and responses to addressing misuse and determining ethical frameworks to guide appropriate use are also examined. Next, research findings from AIED scholars on mitigating harm and the need for a multistakeholder approach was explored. Finally, the review ended with researching a few of the ways that teachers and scholars approach the conversation in their own classrooms.
Theoretical Framework
To begin addressing the need for adequate support for higher education faculty to develop resilience toward emerging AI technologies, an Ethics of Care framework (Noddings, 2002) was utilized. An Ethics of Care is a theory of natural care originally developed by educator and researcher, Nel Noddings in 1984. The focus is on practically demonstrating genuine care for others and then fostering care so it can grow in both the carer and the cared-for, in Noddings’ case, the teacher and the students. Care in the case of generative AI can provide a foundation for guiding students in how to navigate the uncertainty of a digital era to help them make moral decisions around using generative AI in education. This framework is appropriate for helping teachers begin to build resilience to address growing fears of misuse of generative AI in the classroom and to help build and foster trust and collaboration between teachers and students.
Ethics of Care Theory
	The development of a reciprocal and caring relationship, coupled with practical demonstration, an Ethics of Care theory (Noddings, 2002) provides a helpful lens for teachers to use in guiding students on ethical use of generative AI. Rather than suspecting misuse and surveilling students, teachers can approach students as capable critical thinkers and essential collaborators on determining ethical use. There are four key components of an Ethics of Care theory (Noddings, 2002) that can be conducive to creating a caring environment that can be used to help teacher’s support students in developing moral responses around utilizing generative AI. 
According to Noddings, (2002), the first component in creating an environment for care is modeling. Modeling provides students with clear demonstrations of what it means to care for and be cared for. In the case of addressing generative AI in the classroom, one way to show care rather than simply banning use without a discussion, teachers can create a safe environment for conversations around AI, with the focus on care about the wellbeing of others to mitigate harm, such as designing curriculum that educates them on the potential harms and ethical considerations on using AI (Holmes et al., 2022; Mollick, 2024).
The second component is dialogue, which is described as an open-ended encounter with another person to allow conversation to take its natural course, with both participants speaking and listening, rather than depositing thoughts or ideas into one another (Noddings, 2002). This is essential in the conversation about how generative AI is being used by students in educational settings and opens dialogue about best practices for ethical use. In this way, teachers can discuss genAI use cases and then invite students to collaborate on what is or isn’t appropriate use. Noddings (2002) explains that this kind of two-way dialogue demonstrates care because dialogue with another provides them attention, by attending to the cares and concerns, and overall well-being of the other. She highlights the role of dialogue as central to education in asking, what are you going through?, which allows space to answer in a safe setting. This is an important consideration for educators around the issue of plagiarism as students often resort to academic misconduct for a variety of complex reasons (Amigud & Lancaster, 2019). However, the growing concern of misuse alongside a lack of guidance on appropriate use also impacts assessment practices and teachers must be able to accurately assess learning for grades to be accurate (Ibrahim et al., 2023) causing teachers to consider more holistic approaches to academic integrity beyond punitive measures.  
The third component of care is practice. The importance of practicing care for one another is seen in engaging in caring activities to help further develop the ability to care for others in practical ways. Practicing diverse ways of caring in the classroom allows numerous opportunities to turn attention to others who need care and tend to their needs. At this point, students are uncertain of how to navigate the use of generative AI in higher education and need guidance from teachers to know what is permissible. For instance, teachers can practice developing and explaining classroom policies that resist policing and penalizing students for assumed misuse and instead clearly guide them through appropriate and safe practices. Care can be demonstrated in the notion of practice by providing active learning activities or conversations designed to guide students in developing concepts of appropriate use of generative AI. Students will likely be more open to learning if they are provided opportunities to practice using generative AI in a learning environment where they will not be penalized for choices they may not understand were wrong (Zawacki-Richter et al., 2019). 
The final component of a care ethics is confirmation. Confirmation is holding others accountable by calling on the best in the other by appealing to the other’s best self. The goal of confirmation is to strengthen the relationship between the carer and the cared-for, with the goal of helping the other see they are seen and capable of better than their “lesser acts and poorer selves” (Noddings, 2002, p.21). This is the final essential piece of guiding students in appropriate use, as the intention is on helping shepherd students in ethical use practices to help benefit their futures. At this point, ethical use is in clearly outlining academic integrity guidelines in a way that help students understand expectations around use. This can be accomplished by providing clear documentation on classroom policy about expectations such as what kinds of uses are allowed or not permissible. If use is allowed, providing resources on appropriate use of generative AI chatbots is essential to ensure students are clear in how to use technologies to avoid misuse and academic integrity issues. These choices help develop clear boundaries for students and communicate expectations for students to access and proceed in courses with an understanding of what is expected of them as members of a classroom community. 
While some teachers have determined to forbid generative AI and others encourage it, the lack of policy alignment can be confusing to students, so it is important that each teacher explains what their policy means for their course and why they have adopted a certain stance. For instance, some students may inadvertently use AI in Grammarly or Word to edit writing assignments and be flagged for plagiarism. Communicating and allowing reasonable use cases is important for faculty to consider. However, faculty who allow use also need to specify the level of use for each assignment by specifying when students need to refrain from employing generative AI tools.  Like how math teachers allow calculators on certain assessments but not on others, faculty must design curriculum in a way that includes clear demonstrations of ethical use and point out potential misuse with students in the classroom. Providing clear guidelines such as examining outputs for inaccuracy, education on hallucinations and the need for expertise in the subject matter as well as using the right tool for the right purpose, will add support and accountability for students to continue into the workplace and society as a whole (Mollick, 2023; Chan, 2023). Ultimately designing clear policies that support students balanced with appropriate recourse for misuse is essential cultivating a caring classroom environment. 
Noddings’ (2002) Four Components of a Care: modeling, dialogue, practice, and confirmation, provide a practical framework for teachers to use in guiding incorporation of generative AI into the higher education classroom because it provides an approach that is focused on practically supporting students as they navigate generative AI in academia. Further, these four components offer a lens to study the ways higher education faculty interact with their students in ways that can potentially shape and foster a supportive environment. Finally, using Noddings’ (2002) Four Components of Care can help faculty build resilience and empower trust between teachers and students to guide safe incorporation of generative AI technologies into higher education not only for the present, but also for the future. 
Review of the Research Literature 
Background of OpenAI’s ChatGPT GenAI and LLM’s
	To build background for the current role of emerging generative AI technology and the risks to academic integrity in education, educators need to understand why generative AI, namely large language models (LLM’s) are seen as potential plagiarism tools. First, OpenAI’s ChatGPT generative AI Large Language Model (LLM) came on the scene in November 2022 and within six months had gained over 100 million active monthly users (Hu, 2023). What makes this technology so unique is its capability, in that it is a Large Language Model (LLM), which is a specialized artificial intelligence that is trained on an enormous amount of data and is directed by a variety of algorithms, allowing it to process and understand instructions to generate output in humanlike language (Natalie, 2024). There are many different kinds and capabilities of generative AI beyond LLM’s allowing it to not only create images and texts, but even collaborate with humans, among a host of other things. Also known as a chatbot, ChatGPT is a “LLM trained to produce text… optimized for dialogue by using Reinforcement Learning with Human Feedback (RLHF) – a method that uses human demonstrations and preference comparisons to guide the model toward desired behavior” (Natalie, 2024). Chatbot’s like ChatGPT are created so a user can ask it to perform a task, or even ask for advice, and it will quickly and easily produce it. While earlier versions such as ChatGPT 3.5 were less accurate because they were not connected to the internet and only trained on data only up until 2021, the newest paid version of ChatGPT 4 and up, and systems like Google’s Gemini, are connected to the internet and provide better more accurate outputs. 
The implication of this technology is that it provides students with (mostly) accurate undetectable answers for a variety of educational disciplines (Ibrahim et al., 2023), and students can use it to complete assignments that are undetectable and free. In fact, one recent large study by Ibrahim et al., (2023), found that ChatGPT was superior in performance to that of students on 9 out of 32 courses surveyed. Finally, while artificial intelligence is not a new invention, the implications of the capability of LLM’S for higher education is complicated by the widespread access to ChatGPT and is seen as a major disruptor to higher education. Specifically, related to assessment practices, Ibrahim et al., (2023) notes that OpenAI technology disrupts assessment of learning by making it difficult to determine if students have the skills and competencies reflected in their grades. Therefore, helping teachers build literacy around generative AI technologies will help them better understand the capability and mitigate the harms related to using generative AI. The fact is the widespread unchecked use of generative AI has the potential to erode the trust between teachers and their students in the conflict surrounding academic integrity.
Fear of Generative AI and Lack of Detection Tools  
	 Plagiarism has always been a challenge for teachers, and generative AI tools pose such a major threat to academic integrity in higher education because, again, like contract cheating, they cannot be easily detected, are free, and can produce results in a matter of seconds (Cotton et al., 2023). However, instead of addressing the issue head-on, many teachers’ fears of AI technology as a plagiarism tool have caused them to respond by simply banning generative AI technologies from the classroom (Ibrahim et al., 2023). However, to mitigate harm, or misuse, explaining the reasons for choosing not to adopt or allow generative AI in a course is important for students to understand expectations. Building basic literacy around the capability of generative AI can be essential for teachers to address feelings of fear and misconceptions to better understand the limitations of generative AI. For instance, although this technology is designed to produce convincingly natural human language, it is not flawless. (Cotton et al., 2023; Gillani, 2023; Perkins, 2019) In particular, Rudolf et al., (2023) point out that the previous free version of ChatGPT-3 could not search the web to find accurate answers to current events, as it only had access to information up until 2021. As a result, ChatGPT-3 was known to be limited in accuracy and provided incorrect information, as well as fake citations, which is especially problematic for freshmen— as they are at the initial stages of learning and could unknowingly be building on error (Malinka et al., 2023). Further, Cotton et al., (2023) and Perkins (2023) utilized ChatGPT in academic articles to illustrate the ease of using AI-generated text. Perkins specifically illustrates the issue of accuracy by using ChatGPT-3 to write a large section of his article to show how fake entries were added at the end of each section as references, (with the caveat that users can address this by creating better outputs by correcting errors in the system). Therefore, if teachers don’t build literacy around limitations and make students aware of these flaws and begin to help guide their use, these problems will persist. 
As these systems and others are upgraded, accuracies and capabilities will increase— as AI is quickly being implemented everywhere—making plagiarism undetectable. The challenge for higher education faculty is how difficult it can be to identify the use of ChatGPT (now Chat GPT 4), as well as other generative AI, as it not only escapes the naked eye, but can elude popular plagiarism detectors such as Turnitin (Cotton et al., 2019; Perkins et al., 2019; Malinka et al., 2023). But, if teachers want to respond to suspected misuse with detection software, they will quickly find detection software falls short. In fact, new detection software such as writer.com, huggingface, and GPTZero, can only “estimate the probability” of text originating from a large language model (Rudolf et al., 2023, p. 14). Estimating plagiarism isn’t a surefire way to approach students with academic integrity issues, or when dealing with students and their academic misconduct, namely in strengthening trust between teachers and students. The concern for faculty now is in deciding how to best respond to plagiarism concerns, as latest updates are installed, and overall, AI capabilities grow, becoming more widely utilized— and potentially misused – by college students whose teachers have not built adequate literacy of these technologies. 
Considering Larger Reasons for Plagiarism and Outsourcing Student Work
	Responses to the fear of plagiarism regarding using generative AI in education have also been met with some universities banning it’s use (Chan, 2023), with most of those teachers viewing the use of generative AI as plagiarism, who may also expect their colleagues to do the same. But banning use creates a new problem for educators, as the result of policing students who are already using generative AI may lead them to further hide their use (Ibrahim et al., 2023), which still doesn’t address the larger issues behind choosing to cheat in school. 
The fact is, generative AI is a unique challenge to academic integrity because it is like outsourcing work to contract cheating services, where students pay someone to complete their work, but generative AI allows students to produce undetectable assignments for free (or $20 a month for a ChatGPT Pro account). However, Amigud & Lancaster (2019) point out that reasons for outsourcing are nuanced and difficult to define for individuals, as they depend on how academic expectations are perceived by students and each particular threshold; where the cost of paying for someone else to do the work outweighs the benefit of doing the work themselves. (Amigud & Lancaster). 
In fact, in 2020, Amigud and Lancaster conducted a study which identified the top three subjects students paid to outsource as math, English, and statistics. Moreover, cheating in online classes compared to face-to-face classes is high (Jenkins et al., 2022; Susnjak, 2022). And Jenkins et al., found Covid increased first-time cheating instances for many due to feeling pressure, the pandemic, and because cheating provided "relief", but it is important to note that they also found that cheating starts long before college, often regarding family integrity or pressure. In fact, Amigud and Lancaster (2020) conducted a case study of Twitter reviewing contract cheating solicitations and discovered evidence of family involvement from posts indicating parents are willing to front the money for completed assignments, further complicating the issue of integrity in academics. Nonetheless, a major concern regarding contract grading is the fact that plagiarism is tough to detect, (Amigud & Lancaster, 2019) much like what is most alarming regarding new generative artificial intelligence (AI) software ChatGPT and Google’s Gemini, along with countless other new AI tools that are more accurate and undetectable. 
Regardless of the kind of cheating, academic integrity in education has always been a tricky issue, and open access to generative AI makes this problem even more complicated because of the ease of access and the lack of detection. However, this does not mean all students are using these technologies to cheat, but they do lack the needed guidance to know what kinds of use are appropriate and why. Instead, to address misuse in more caring and holistic ways, faculty must carefully evaluate their own assumptions and beliefs regarding plagiarism to consider the potential reasons or risks behind academic integrity and generative AI. 
AIED-Informed Pedagogy   
The first step in creating support for faculty and students is to examine ways to address student misuse of generative AI. Since detection tools cannot be trusted, teachers must respond to the challenge of plagiarism in more comprehensive ways. Some initial ways of mitigating the risks of ChatGPT, according to Zawacki-Richter et al., (2019) is to begin with focusing on what makes the most pedagogical sense, not adding more technology for the sake of tech, especially generative AI. Instead, as Holmes et al., (2022) argue, we must adopt an ethics of care in discussing and training students when adopting innovative technology, and in determining guidance on the ethical use of AI applications. This means modeling appropriate use and providing class time to discuss harmful use of generative AI in education, so students are aware of the potential risks. The first place to begin determining ethical frameworks is in the research field of AI in Education (AIED). According to Holmes et al., (2022), AI Ethics in Education (AIED) is a growing field that examines concerns and questions about the deeper ethics and implications of using AI in education related to the privacy of data and plagiarism as well as bias. Holmes et al., argue further that educators and those in the field of ethics must be proactive to ensure the best possible outcomes for incorporating AI into educational frameworks. In considering the importance of the field of AI in education (AIED), particularly related to generative AI, teachers need help understanding how to make pedagogical choices that promote ethical use so students can understand how to use technology in ethical ways, accounting for unintended consequences while also providing foundational guidance to help promote innovation rather than just precaution (Holmes et al., 2022; Malik et al., 2023). 
If one of the major aims of higher education is to prepare students for the workforce, they must be trained in the classroom about how to appropriately use AI, and held accountable for their work, namely generative AI (Malik et al., 2023), which is a huge burden for teachers to carry on their own without support from the larger institution. Meanwhile, scholars are calling on faculty to define use and provide clear frameworks to navigate generative AI. While a few faculty have begun this work on their own in such ways as examining case studies, having conversations that help guide students, and even promoting and building courses on critical inquiry to highlight the implications for society (Nourbakhsh, 2021), but without clear frameworks from the AIED community, faculty need more clear support from their institutions to address these challenges and develop a community-wide approach to AIED together. 


Intertwining Theory and Practice for an Ethical Framework
Higher education institutions have started to respond by creating broad policies in the form of syllabus statements and general guidelines for AI in Education (AIED). Institutions such as MIT quickly embraced the use of generative AI and Arizona State University (ASU) (among others) have created open resources for teachers to begin learning and using AI to guide students in ethical use. In fact, Arizona State partnered with OpenAI to provide students and faculty access to the newest versions of ChatGPT with the goal to eventually create avatars to serve as study buddies and a personalized STEM tutor for students. As innovation is the chief goal of ASU, they believe providing access to the most powerful technologies will increase learning outcomes as well as creativity (Cofey, 2024). In this case, the focus on innovation provides faculty and students hands on practice to build literacy of the systems, without the fear of misuse hampering creativity, but the decision to provide access to so many students and faculty opens up questions related to data privacy and appropriate use as on the other hand, Chan (2023) notes that, “eight out of 24 universities in the prestigious UK Russel Group have declared the use of the AI bot for assignment as academic misconduct, including Oxford and Cambridge” (p.2). Nevertheless, the conversation is only beginning; and while guidelines exist for the wider topic of genAI, (i.e. UNESCO and the U.S. Department of Education, etc.) specific, or practical, frameworks for the classroom need to be further developed, so faculty and stakeholders must decide on their own, relying on hands on experience. 
While some universities are moving faster than others, the fact remains that training teachers and students in AI means, “universities can help ensure that graduates are equipped to contribute to the development of AI and to navigate the ethical, social and economic issues that are likely to arise as AI becomes more widespread” (Chan, 2023, p. 3). As some universities race toward innovation in learning, the vast majority of teachers need support from university stakeholders, as educators lack confidence and training (and energy) in developing ethical frameworks for thinking through ethical issues for AI in education (Holmes et al., 2022). Before many teachers can effectively and ethically use AI in education, and train students on appropriate use, there needs to be an agreed-upon clear ethical framework to guide use, informed by scholarly research (Chan, 2023), but the literature on how to build and determine which ethical frameworks are best suited for AI use is complex. 
Several researchers have examined global AI ethical policies to determine intersections of ethical guidelines (Bleher & Braun, 2023; Chan 2023; Floridi & Cowls 2019; Hagendorff 2020; Holmes et al., 2022; Slimi & Carballido, 2023) to find that there needs to be a clear standard practice with a focus on intertwining theory and practice, determining how to apply ethical theories along with the what (Bleher & Braun, 2023; Atenes et al., 2023). The conversation on ethics is slow, as alongside issues of application, is the issue of the effectiveness of ethical guidance for technology. Current research has shown that ethical codes or guidelines in the field of AI lack effectiveness in changing the behavior of professionals in the tech community because engineers and developers are not yet encouraged or empowered to raise ethical concerns and perceptions of the purpose of ethics are to slow valuable research rather than help it (Hagendorff, 2020) as ethics are generally perceived as prohibitory rather than promoting self-responsibility (Hagendorff, 2020; Holmes et al., 2020), which further squashes conversation on ethical use of AI for teachers and students in an immediate sense. While institutions like Arizona State have embraced genAI for innovation, others are still resisting technological change, with questions of ethical use stalled at the research level, leaving teachers to decide which side of the fence to be on.  
Ethical Training and Practical Frameworks for Teachers
As mentioned previously, the need for ethical training is complicated further by the widespread public use of AI, including in education, challenging teachers to determine best practices for use in the classroom— now. However, the pace is further slowed as researchers recommend ethical training starts earlier, beginning in the form of data ethics, at the engineering level, as systems are being built then followed up with data ethics at the corresponding levels of development. Instead, by intwining the theory and practice of AI ethics and embedded ethics such as hiring ethicists to integrate into AI engineering teams (Bleher & Braun 2023; Floridi et al., 2018). Moreover, scholars in the field of data ethics argue ethical training for AI should be brought to a macro-ethic level, which will aid in avoiding simplistic generalized approaches, where “where everybody’s problem becomes nobody’s responsibility” which do not investigate the larger implications behind data training. Instead, ethics should assess the implications and applications of data science for society as a whole by assigning moral responsibility to all parties by shifting the focus from agent-oriented ethics, which just cares for the individual, to a patient-oriented ethics, or the well-being of the whole system (Floridi, 2016). 
Related more directly to context of care and development of holistic and effective ethical approaches to AI, Hagendorff, (2020) criticizes the lack of diversity in the field of artificial intelligence due to ethical guidelines development by a “relatively small group of predominately white men… [who] determine how AI systems are designed, [and] for what purposes they are optimized..” (p.103) which tend to focus on accountability, fairness and privacy to find solutions for technical problems. Findings from 22 of the major guidelines for AI ethics were that there are almost no guidelines that consider “AI in contexts of care, nurture, help, welfare and social responsibility or ecological networks” (p. 103). Instead, current guidelines are often isolated, not in relationship with the wider system. Thus, examining the wider contexts and relationships of AI technologies is essential for building useful and effective ethical models. These findings can help educators think more carefully about how to talk about the implications of generative AI technology for society rather than focusing on a list of dos and don’ts. 
Floridi & Taddeo, (2016) advocate for data ethics which start at the beginning of the training process to help study and evaluate moral problems. Determining ethical approaches which consider the potential harms to the community are important in adoption into educational approaches. Further, to best situate the ethical use of AI for the good of society, a more human-centered theory is needed, such as care ethics, to help build a comprehensive set of guidelines that fundamentally include contextualizing situations that are sensitive to diverse users and situations and avoids check box lists which don’t account for the nuances involved in using AI technology, especially in the classroom (Atenes et al., 2023; Hagendorff, 2020). 
In terms of specific education recommendations, as mentioned, the US Department of Education published guidelines on educational technology and AI advising both teachers and students to maintain ‘human in the loop’ with teachers and students governing all AI tech use, as well as a variety of other considerations related to data and privacy, bias, transparency, and explainability (U.S. Department of Education, 2023). However, like many of the global guidelines on AI, suggestions are too broad and need to be both contextualized and translated for the classroom, which adds to the lack of preparation, further challenging higher education teachers to decide how to respond.  While some higher education institutions are beginning this work, there is still not a universal framework or guide for educators and student use. The question remains, should teachers move ahead by building literacy based on practical use, or do they wait for the scholarly research community to weigh in? From findings in this study, it is clear teachers and educators cannot wait for stakeholders. Educators must work together to develop guidance that includes a caring approach for students which clearly outlines ethical guidelines to help mitigate potential harms now. 
Lack of Collaboration with Stakeholders 
Collaboration is key in higher education and determining a comprehensive and practical AI policy presents yet another challenge for any one person, or institution, thus more support is needed to develop a long-term plan for addressing ethical use in the classroom, as educators cannot do this alone. Instead, scholars suggest a multistakeholder approach is needed, which should include developers, policymakers, administrators, teachers, and scholars, etc. to help develop and design AI for good at all levels (Floridi et al., 2018; Bryd & Flores, 2023; Chan, 2023; Holmes et al., 2022; Slimi & Carballido, 2023). Moreover, since AI technology is constantly changing, frameworks must also be flexible so ethical guidelines can grow with innovations and the variety of situations/contexts (Floridi et al., 2018; Atenes et al., 2023; Holmes et al., 2022; Chan, 2023). 
Researchers of AIED are being called on to play a more active role in helping build national policy by making their findings relevant, clear, and accessible for both policymakers and teachers to use, which will foster relationships with policymakers to help build useful frameworks. As noted by Chan (2023), previous AI education policies didn’t anticipate the increasing advancements and growing capability of text based ChatGPT 3.5 and 4. The field is now playing catch up, leaving teachers unprepared to have ethical conversations on how to use AI in the classroom. AIED researchers can help most by finding ways to increase engagement with policymakers to shape regulation and policy discourse around ethics in AIED (Schiff, 2022) and help educators by clearly translating theory into practice, once they’ve determined what this looks like. In the meantime, faculty need to work together to develop resilience in responding with practical and ethical resources for the classroom by collaborating with one another until scholarship can catch up.  
Resilience in Higher Education Teachers
Recent studies on teacher resilience note that the topic has been largely neglected in scholarship until the last decade. Attention has been paid to addressing the needs of students overshadowing the importance of resilience in teachers, namely related to the pandemic. (De los Reyes et al., 2022). The recent impacts of the Covid pandemic on individuals and institutions has highlighted the need for increased teacher resilience. Prior to the pandemic, research focused on factors that contributed to teacher attrition and burnout such as unmanageable workloads, feeling pressure and stress to achieve expectations and issues due to bureaucracy, etc. resulting in decreased wellbeing and health as well as job performance (Ainsworth & Oldfield, 2019) Further, early work primarily studied resilience in children, or the individual, as the capacity to overcome adversity, resulting in a lack of consensus on a definition of resilience related to teachers (Masten et al., 1990). 
Issues faced by teachers during Covid brought light to the already existing fact that teaching is considered a high-risk profession. Teachers acted as front-line workers making decisions on the spot to address emotional and psychological needs for students, implying that post pandemic educational reform must be transformational (Hargreaves & Fullan, 2020). Teachers’ lived experiences during Covid confirm the weight of responsibility felt by teachers to be able to adapt to change and manage stress as resilient teachers’ capacity to handle adversity becomes a model to students (Fu Q, 2024). In examining lessons learned from teachers’ lived experiences during Covid, Williams et al., (2022) recognizes the need for investment in teacher wellbeing at the institutional level. Results from the study found that,
Faculty can serve as role models of wellness for students only after they have the tools to both understand wellness and to incorporate into their lives. Recognizing that we can build resilience and provide resources and training to do so is an investment worth making in our educators, shifting the terrain of higher education to one poised to respond to the psychosocial needs of all members of the community.
Higher education institutions need to demonstrate support for faculty by acknowledging the difficulties faced by teachers and provide tools and training that help normalize stress responses to increase wellness for all members of the community. 
Thus, current scholarship on resilience in teachers seeks to encompass contextual factors related to teachers’ ability to thrive (Ainsworth & Oldfield, 2019) further providing evidence that teacher resilience is both valid; multidimensional, and that teaching is demanding physically and emotionally (Chen, 2024; Zue, 2021). To help define resilience as related to HE faculty, De los Reyes (2022) provides a multidimensional definition of resilience as,  
the dynamic process and interaction between an academic and their ever-changing environment that uses available internal and external resources to produce positive outcomes in response to different contextual, environmental, and developmental challenges (p. 51).  
The challenges faced by higher education faculty must be considered by stakeholders in efforts to increase and address resilience in teachers, especially in the context of genAI. Addressing larger problems related to attrition, which stem beyond training and resources for teaching and learning, HEI need to begin by recognizing resilience in teachers (Fu Q, 2024). This can be done by studying those who have left the profession related to demoralization, which occurs when institutional demands are more than a teacher believes can be done (Boon, 2021). While resilience might be encouraged by institutions to make teachers do more than they are willing or able to do, Boon suggests attrition is a sign that points to a larger problem: 
Are we making the mistake of equating teacher resilience, as currently described, with acceptance of conditions in a system that must change? Perhaps exiting the profession signals a strong, healthy, resilient person who refuses to succumb to unacceptable demands of a system which does not lead to personal wellbeing or teaching effectiveness. 
Boon concludes that the overwhelming exodus from the teaching profession should alert policymakers to the disaffection and the unreasonable expectations to adjust to professional conditions. A systemic shift to acknowledge the need for increased support for the wellbeing of teachers is needed to benefit the entire community. Thus, institutional reform that better recognizes the lived experiences of teachers should result in mitigating their issues of workload, responsibility and effectiveness to increase wellbeing. In the absence of true institutional support, teachers need to turn to their community to build resilience in the face of generative AI before they can serve students.
Studies confirm that teacher resilience is not built alone but is a result of the efforts of a community. In a study by De los Reyes et al., (2022) of literature published on higher education and teacher resilience during the pandemic concluded that, “whilst resilience often figures as an individual character of an academic, it is never achieved in atomistic terms. It is always achieved together with fellow academics, in an enabling environment, and in an ongoing fashion” (p. 51). Building resilience for teachers includes nurturing relationships between teachers and other members of the community to build a positive climate (Kangas-Dick & O’Shaughnessy, 2020)
To understand the concept of community resilience, Patel et al., (2017) conducted a systematic literature review related to community resilience during disasters that revealed the value of community connectedness as the “positive effects on a community and its members can occur during a crisis when its members are well connected and form a cohesive whole. The connectedness of a community, sometimes called its ‘social network’, was defined by the linkages within a community” (Patel et al, 2017) In the absence of institutional support, teachers can draw strength from colleagues and relationships on campus to support their wellbeing. As teachers encounter questions related to pedagogical approaches the same can be said for issues related to generative AI. Teacher resilience is essential because it directly impacts the students they teach (Fu Q, 2024). The need for institutional change is clear as teachers grapple with moral decisions related to generative AI that require increased community support from all stakeholders. 
Adapting Pedagogical Approaches for Ethical AI
One intermediate step for teachers to begin developing ethical AI is to examine pedagogical approaches, which can offer teachers and practitioners ways to protect, build, and/or preserve academic integrity in higher education courses while supporting students. For instance, Zawacki-Richter et al., (2019) suggest using engagement pedagogy, which focuses on empowering students, fostering interactions between teacher and student, and creating safe and inclusive learning environments, much like what Noddings (2002) Four Components of Care (modeling, dialogue, practice, and confirmation) offers to teachers in supporting students in guiding appropriate use of AI in the classroom by modeling appropriate use behaviors and dialoguing with students. This kind of teaching naturally utilizes an ethics of care when adopting new AI technology and creating frameworks, by centering the student, which may help mitigate cheating or outsourcing to generative AI in higher education, while also strengthening the trust between teachers and students. 
This might also be an opportunity for teachers to lead students in ethical use by developing character in students (Zawacki-Richter et al., 2019) and guide the use of generative AI to advance learning rather than cut it short as, “attempting to battle AI technology or prevent or detect its use may be considered futile by most academics, despite some students entering education with a convenience approach to learning” (Crawford & Cowling, 2023, p. 2), which means faculty must stop and think more holistically about how to address this concern. This is where both collaboration with stakeholders, alongside Noddings’ (2002) Four Components of Care can provide a framework for teachers to foster care and guide meaningful conversations about appropriate use of AI without allowing the fear of misuse to hamper useful and practical guidance for students. 
One more immediate way to guide students is by providing instruction on proper citation of AI, as this can vary depending on the professor and institution. Dawe et al., (2021) examined how teachers talk to their students about plagiarism in academic writing while also collaborating with university library services to properly cite sources and determined that scare speeches about plagiarism towards freshmen/first-year students only discourage them and limit agency, which aligns with conversations about merely informing students about plagiarism risks and consequences being ineffective against cheating (Jenkins et al., 2022; Perkins, 2023; Susnjak, 2022). When it comes to generative AI, faculty must clearly train students on citation, as well as acceptable use, while also compassionately helping them to understand the loss of learning and critical thinking when outsourcing to ChatGPT/generative AI (Rudolph et al., 2023). 
Others suggest training students on the ethics of AI by having students use AI technology to build and create while encountering ethical scenarios to think through. The negative implications of remaining silent on guiding students on ethical use are dire, as studies have shown that academic misconduct is “highly correlated to dishonesty and with other similar decision-making patterns in the workplace” (Chan, 2023, p. 12195). A final suggestion is to introduce students to ethical frameworks while completing activities using generative AI and ask them to apply them, which would help build critical thinking (Holmes et al., 2022). Training students on AI allows universities to “help prepare them to be active participants in the development and implementation of AI technology, ensuring that it benefits society as a whole” (Chan, 2023) which should be a primary goal of higher education—and included in the work of collaboration with university stakeholders, which is clearly lacking. 
Safe and Ethical GenAI Resources for HE Classrooms	
With the risks clearly visible, but also the potential for advancing learning outcomes, higher education institutions (HEI) must recognize and address ethical concerns by providing useful resources and tools that train faculty in increasing their literacy of AI systems as well as ethical use so they can help guide student use. Part of faculty being able to design ethical guidelines for their courses includes access to resources that provide discussion on what ethical use means. As mentioned previously, MIT is one institution to quickly embrace generative AI with the goal of not creating barriers to student creativity. To do this safely, they created a website for teachers with the “knowledge and resources to smoothly incorporate these technologies into teaching” (MIT, 2023). The university has approached the issue of guiding ethical use by creating an open website for faculty to learn about and guide students in using generative AI in the classroom. The site includes several links and information for teachers including a practical guide for instructors to safely use generative AI (GAI) in the classroom. This website provides teachers with a comprehensive resource to get started and support student use, beginning with a general overview of generative AI, followed by information about ethical considerations, and a list of AI-powered technology to choose from. In the list of tools, there is basic information on the differentiation between generative AI (GAI) which can search the internet (Bing or Gemini, Chat GPT-4+) versus LLM’s that are trained on copious amounts of data, but not able to search the internet for up-to-date information (Chat GPT 3.5). Accessing more recent data can help increase the accuracy of outputs, but not always, as outputs must always be carefully evaluated for accuracy as well as ethical considerations related to privacy and data concerns, bias, and falsehoods (MIT, 2023). These resources serve in helping to develop teacher literacy for training students on appropriate use rather than remaining silent as students utilize a variety of AI tools without proper guidance (Mollick, 2023). As teachers cultivate knowledge and develop a critical understanding of the limits and benefits of generative AI, they become better equipped to explain issues of misuse or potential harm to students. For instance, Mollick & Mollick, (2022) point out that an important reason for faculty to closely examine outputs is to determine if the content is subtly wrong and therefore could lead students in the wrong direction. 
Besides just training teachers on what to consider about the technology, the MIT teacher resource guide walks instructors through ways to discuss and train students on ethical use, while providing examples of how students can interact with AI in safe ways such as teaching AI, engaging in conversations and collaboration to receive feedback. In fact, collaboration with an AI chatbot (ChatGPT, Dall-E, Midjourney, Gemini, DeepMind, etc.) has been shown to help students alleviate the drudgery of research by having students bounce ideas off an AI chatbot and receive helpful feedback in return (Lin, 2023). Conversing with a chatbot can also help students with transfer, being able to transfer knowledge or skills learned in one context to another, by asking the AI for countless examples of concepts and ways to apply information for students to see in a variety of contexts and improve transfer (Mollick and Mollick, 2022). Publishing open university-created resources for faculty, like those available through MIT, provides a roadmap for the classroom and a safe place to begin using generative AI in clear and helpful ways by training students to use the technology ethically, while encouraging innovation rather than policing.  
Summary
Emerging generative AI (genAI) technologies have large implications for all education, particularly higher education because, without proper guidance, students can misuse these technologies to plagiarize, as well the concerns that overreliance could circumvent thinking and learning if used as a replacement for foundational learning, perpetuating ethical concerns related to data privacy, bias, and information literacy in a variety of ways many don’t quite understand yet (Chan, 2023; Ibrahim et al., 2023, Holmes et al., 2022). As a result, higher education faculty must communicate care to students about ethical use by working together to build literacy around these technologies to adequately determine the ethical and appropriate use of generative AI technologies (Malik et al., 2023; Holmes et al., 2022). According to Mollick, (2023), beginning with a basic working knowledge of generative AI technologies, alongside collaboration with various stakeholders, including their own students, faculty can be better prepared to guide conduct toward appropriate use— to prepare students for the future workforce. Therefore, there is an urgent need for all university stakeholders, including administrators and faculty, to respond beyond punitive measures, in caring and human ways that advance learning, mitigate harm, and maintain human control over technology (Floridi et al., 2018; Chan, 2023; Holmes et al., 2022). Thus, using Noddings (2002) Ethics of Care theory, this study will explore faculty responses to generative AI at a midsized urban university surrounding questions of AI ethics, adoption, training, and ethical frameworks. Exploring ways higher education faculty can address appropriate use helps determine ways faculty can build resilience for determining ethical use of generative AI technologies in caring ways.



CHAPTER THREE METHODOLOGY
Statement of Purpose and Introduction 
           The purpose of this qualitative exploratory case study is to explore ways faculty members, from various disciplines at a midsized urban university, address challenges and build resilience in responding to generative artificial intelligence (genAI). By examining barriers such as faculty perceptions and misconceptions, factors impacting teacher resilience, and the need for multi-stakeholder support in developing digital literacy, faculty can build resilience and confidence to ensure responsible and effective use in determining clear and caring pedagogical approaches for ethical incorporation of generative AI into their classrooms. 	
Research Questions
1. How do faculty members perceive and understand the role of generative AI in education, and to what extent are they familiar with its practical applications and limitations?
2. What specific challenges, such as collective trauma or burnout, do faculty members raise when contemplating the integration of generative AI tools within their teaching approaches or pedagogy, and how do these concerns vary across different academic disciplines?
3. In what ways do faculty members design, adapt, and ethically incorporate generative AI into their course materials to enhance learning outcomes, and what strategies do they employ to ensure responsible and effective usage in caring ways?
4. What kinds of university support and/or collaboration is available to higher education faculty around building literacy of generative AI and to increase resilience? 

Methodology and Research Design
The research design for this study is a qualitative exploratory case study. A qualitative design allows the researcher to explore various perspectives and elicit details that might be hidden in quantitative methodology (Yin, 2018). Open-ended inquiry in the form of individual interviews and follow up focus groups helped uncover nuances in faculty decision-making (Creswell & Guetterman, 2019). While conducting one-on-one in-depth interviews was time-consuming, this approach provided a way to discover and articulate the deeper reasons behind why individual faculty perceive technology in certain ways that were not known or understood (Creswell & Guetterman, 2019). 
	 Additionally, gathering qualitative responses helped to determine how faculty are demonstrating care for others according to the researcher’s framework. Whereas in quantitative research, the focus is on testing objective theories with numerical data and visuals, (Creswell & Creswell, 2018), the research sought to understand the “why” behind behaviors, and a deeper investigation into the thoughts and actions of the faculty community at a particular university regarding their perceptions of generative AI. Last, exploratory case study honors the process of discovery as a means of storytelling — the participants tell the researcher the reasons for their own beliefs and actions (Yin, 2018). This means the researcher could have potentially discovered other ethical frameworks besides or instead of an Ethics of Care (Noddings, 2002) in how faculty are approaching the incorporation of generative AI. Using an exploratory case study method allowed the researcher to investigate how and why educators are responding to generative AI in higher education in certain ways, which provides a means of finding out the reasons behind why faculty are or are not utilizing and choosing ethical frameworks to instruct students about appropriate use. 	
Target Population and Site	 
To determine participants for the study, two AI listservs helped to discover which faculty on campus who were interested in incorporating generative AI into their courses included a small group of teachers led by two faculty from the Philosophy department. The group was made up of various faculty on campus who met bimonthly to discuss research and work related to AI on campus or in the community. Members consisted of computer science professors, two deans, a member from Online Instructional Technology (OIT), two First Year Writing instructors, two professors from the Department of Writing Studies, a faculty member from the Business Department, two Computer Science professors, as well as a lawyer who teaches courses as well as a few others.  The second email listserv was based around responsible innovation in technology which included weekly emails sent out related to current news stories, events or resources pertaining to AI. Both groups overlap and include faculty at the mid-sized urban university who were collaborating around the challenges and ethical issues of generative AI in education. Together these listservs consist of various university stakeholders from multiple disciplines across campus such as Philosophy (PHIL), Computer Science (CS), College of Innovation and Design (CID), School of Public Service (SPS), eCampus, Business, Center for Teaching and Learning (CTL) and First Year Writing (FYW) as well as members now working with the University President, who have been assembled to discuss and address AI technology in education in a variety of ways at the university. 
Involvement and collaboration with these groups helped the researcher determine which faculty members have been working together on this topic. Thus, knowing who on campus was working to incorporate generative AI into their courses will help to make choices about which Department Chairs to reach out to for participants who might best provide a rich depth of experience and knowledge of generative AI to help inform this study. Additionally, several of these faculty members have been working on AI implementation and guidance at the university with one another since January 2023. The goal of interviewing some of the faculty from these two listservs allowed the researcher to gain insights from their knowledge and experience to help shape the material and offer diverse perspectives related to their respective fields of study in higher education. 
The two criteria for selecting participants were that current faculty must be involved in thinking about how to incorporate genAI into the classroom ethically and appropriately and be teachers from various disciplines on campus. The setting was a midsized urban R2 university in the Mountain West. The initial sample came from an initial screening survey, which included purposive sampling, collected from faculty on campus from five different departments. The second part of the study included qualitative one-on-one interviews conducted over Zoom, followed by a follow up focus group of interested interviewees. Interviews were conducted virtually to offer a convenience and for transcript functionality. 
[bookmark: _Int_8BHTJUgE]	After the initial screening surveys were complete, each faculty member was emailed inviting them to participate in a virtual interview with the researcher. Interviews were scheduled over email and took place on Zoom lasting 60 minutes. Once the one-on-one interviews were complete, I used interview data to create focus group questions from the main themes and invited individuals to participate in one virtual follow up focus groups, lasting one hour. 
Sampling Method and Related Procedures 
	 Qualitative research was used to explore the reasons behind faculty attitudes and perceptions of new AI technologies (Yin, 2018). The researcher used purposive sampling for determining participants because “in purposeful sampling, researchers intentionally select individuals and sites to learn about or understand the central phenomenon (Creswell & Guetterman, 2018, p. 205). Criteria for the screening survey included teaching faculty belonging to a midsized urban university who were interested in incorporating generative AI technology, or who were incorporating generative AI into their classroom.
	Further, since qualitative research is an inductive process of finding out how data informs and helps answer research questions (Creswell & Creswell, 2018), the researcher qualitatively explored faculty attitudes and perceptions related to new AI technology and ways this community of educators determined best practices by discussing and developing ethical frameworks to guide pedagogy. Moreover, to assess how higher education faculty determine reasons for chosen ethical frameworks, including an Ethics of Care (Noddings, 2002), qualitative data collection allowed the researcher to examine feedback and responses from this study’s research questions. As mentioned previously, the researcher was looking to explore faculty perceptions, specific challenges and ethical concerns faculty members raise when contemplating the integration of generative AI tools within their teaching approaches to provide insights and illustrate how faculty choose ethical frameworks to guide students in their use of generative AI technology. 
Semi-structured one-on-one interview questions followed by focus groups allowed the researcher to ask specific questions regarding collaboration and support as well as clarifying questions to deepen responses about how faculty members perceive and understand the role of generative AI in education. Since focus groups followed individual interviews, the researcher was able to compose questions for the focus groups related to themes found in the one-on-one interviews and think about what role the Four Components of Care (Noddings, 2002) played in helping students safely use generative AI in education. Furthermore, one-on-one interviews and focus groups both explored to what extent faculty are familiar with practical applications and limitations of generative AI to gain a better understanding of the reasons for beliefs or actions or specific pedagogical choices. Without these kinds of qualitative research methods, it would be difficult to explore the reasoning of educators regarding technology incorporation and understand their collaboration with one another (Yin, 2018). 
The sample for this study included faculty members who were interested in incorporating generative AI into their courses at a mid-sized urban R2 university. Participants were experienced faculty members with five or more semesters of teaching. Their demographic information are as follows: four males and two females from similar age ranges (35-45). All participants were white. Originally, the researcher was uncertain about the number of people who would be willing to participate in the study, there was a sense of a need to secure a minimum of three to five participants.  This was mostly due to the newness and ever-changing nature of the topic, and the lack of incorporation and guidance on campus. However, the researcher was able to identify two more participants from the Department of Writing Studies who fit the criteria for the study and who were interested in participating. Also, while in person interviews would have been ideal, offering participants a virtual option helped with scheduling issues. By conducting qualitative interviews and a focus group, the researcher planned to study how higher education faculty responded to emerging technology as a community of educators. Finally, the researcher sought to explore how faculty build resilience for issues around generative AI and the rationale for choosing to utilize a particular ethical framework to guide use of generative AI, as well as evidence of the Four Components of Care from an Ethics of Care framework (Noddings, 2002). 
Data Collection 
The qualitative exploratory case study data collection began with an initial Qualtrics screening survey. Surveys were emailed (with consent forms) in March 2024 using the researcher’s faculty email addressed to five different department chairs (School of Public Service, Computer Science, Business, Philosophy, and Nursing) some of whom then forwarded to faculty who fit the criteria for the study. This was a purposive sample, as the researcher invited faculty, who were 1. involved in thinking about how to incorporate genAI into the classroom ethically and appropriately and 2. were teachers from various disciplines on campus. The screening survey included a series of open-ended and closed questions regarding perceptions of new generative AI tech such as ChatGPT and university-approved Google Gemini, general knowledge base, and interests and concerns related to incorporating AI ethically into education. The survey was open for three weeks, and reminder emails were sent after the first week to remind people to complete the survey. Participants who responded to the Qualtrics survey were anonymized. 
[bookmark: _Int_sR3Tlbjj]Next, the researcher used the initial survey data to select six participants for one-on-one interviews lasting 60 minutes. Interviews were conducted virtually using Zoom in April of 2024. The researcher began by asking a series of open and close-ended questions related to the four research questions included in the study. First, the researcher inquired about faculty perceptions and general understandings of practical applications and limitations. Second, faculty were asked about challenges they had experienced regarding contemplating the use of generative AI tools. Third, the researcher covered pedagogical choices for designing ethical incorporation and potential ways they might employ Noddings’ (2002) Ethics of Care theory into pedagogical choices. Finally, faculty were asked about the support and/or collaboration available for increasing resilience and the role of resilience in responding to generative AI. The answers to these questions helped inform and shape the study on the knowledge and use of generative AI in higher education. Responses also provided data the researcher could explore for themes for the follow up focus group related to research questions of ethical frameworks, knowledge of incorporation and pedagogical considerations of teaching AI. The researcher utilized thick description to ensure fuller data collection.  
[bookmark: _Int_wF4z1Scm] After individual interviews were complete, the researcher reviewed the responses and then invited interview participants to a virtual follow up focus group of five participants, lasting 60 minutes. This step in data collection served to triangulate data after one-on-one interviews to determine how individuals agree or disagree on various data points and themes found in initial interviews. The follow up focus group also allowed the researcher to consider ways faculty reflected on changes for the next year, guided ethical use of genAI in their classrooms, as well as, looked for evidence of Noddings’, (2002) Four Components of Care. After determining themes, the author reached out to participants to perform member checking to validate the findings. One participant suggested adding assessment under pedagogical approaches, as he had discussed assessment in both his interview and the focus group related to lower division courses as well as in handling academic integrity issues. 
Qualitative data collection served the purpose of eliciting information related to evidence of The Four Components of Care (Noddings, 2002) in decisions regarding training students and the role of dialogue and practice in determining ethical frameworks and appropriate use. Therefore, focus group questions related to common themes found in the initial one-on-one interviews as well as the study’s main research questions regarding comfort level with new technologies, ways faculty plan to implement ethical guidelines into course content across disciplines, and the need for faculty support as well as any information or themes found from initial interview data that needed to be further discussed. Using guiding questions related to interview themes and reflective questions allowed the researcher to further practice triangulation for building the study and determine ways to see evidence of the use of ethical frameworks and the Four Components of Care (Noddings, 2002).
Data Analysis
	Once interview data and focus group data were collected, the researcher organized information onto a Word® document to begin identifying themes. For interview data, the researcher employed thematic analysis where the researcher read through transcripts multiple times and identified themes then looked for potential connections between participants to help identify relationships and connections. Zoom and Otter.ai were used for coding and theming data, and the same was done for focus group data. Finally, the researcher utilized content analysis to categorize and systematically organize info for coding categories or emerging themes. 
Interview questions originated from the literature review topics of generative AI literacy and included information about AI technology experience and challenges, ethical concerns, and potential incorporation of AI into course material. Since the study included faculty from various disciplines who are thinking about incorporating generative AI, questions were designed to examine faculty perceptions and pedagogical approaches to generative AI. Categories were related to ethical and appropriate use, student use and misuse, data literacy, bias, etc. Ultimately research questions were designed to help determine findings related to the how and why behind faculty responses to generative AI in higher education. All participants were assigned pseudonyms and data was transcribed using Otter.ai.
	In applying an Ethics of Care (Noddings, 2002) framework to follow up focus group questions and discussion, questions were related to considerations around the integration of AI in education, addressing concerns about critical thinking skills, explicit instruction, and reframing AI's role as more than a tool. Participants discussed evolving approaches to assessing student learning, including the use of generative AI and the challenges of clear and effective assessment practices related to grading papers in an AI-reliant world. They also emphasized the importance of contextualization, critical thinking, and information literacy, and shared strategies for teaching and learning AI, such as networking and bringing in experts. 
As this is an exploratory case study, the researcher was looking to deduce answers from participants to discover the thinking behind their pedagogical choices and the rationale for using a particular ethical framework and how they cared for students. However, once interview data was collected and analyzed, it was determined that no particular ethical framework for AI was used in any of the course materials but instead faculty aligned ethical use with course outcomes and ethical guidelines within their specific disciplines. For instance, computer science majors are taught ethics throughout their courses, but not as a particular ethical framework for using generative AI. As mentioned in the literature review and throughout this study, ethical guidelines are not yet universal. However, at the end of this research study more resources on ethical use are available but were not utilized by participants. Therefore, the researcher planned to analyze responses for potential evidence of an Ethics of Care (Noddings, 2002) related to the study’s research questions in guiding incorporation, collaborating, and building support with others around issues of addressing generative AI in higher education. 
Ethical Concerns 
Some measures put in place for ethical protection of participants are as follows: the researcher included details about informed consent in the screening surveys by providing participants with clear information about the study, its purpose and procedures, potential risks, and their rights as individuals. Participants were also allowed to ask questions and provide voluntary consent to participate. Also, the primary researcher ensured that all confidential information remained confidential and protected and all data that was collected was anonymized to maintain confidentiality. Additionally, to maintain the privacy of participants, the researcher explicitly asked for consent for audio and video data collection by giving the option of choosing the level of privacy during data collection, such as prior to conducting interviews and the focus group. Participants were also given additional information within the informed consent about how their data would be used and they were then reminded prior to the interviews and focus group about this information. Finally, prior to conducting each one-on-one interview, participants were told they had the right to withdraw consent at any point. 
Reciprocity
The procedures for gaining access to participants and attending to issues of reciprocity with the community of focus and participants in the study were included in the following ways: To begin data collection, ethical approval from the Institutional Review Board (IRB) was obtained as well as a letter from the researcher’s department chair granting permission for the study. This information was included in the IRB documents. These steps ensured that the researcher followed appropriate ethical guidelines, which protect the rights and welfare of all individuals in the study. The researcher was also required to obtain permission from the researcher’s department to conduct research which included emailing the research proposal for review as part of the IRB process. Once IRB was approved, the researcher then asked for access to faculty through department chairs who then forwarded the study on to participants who met the criteria for the study. 
Validity 
	Some strategies for addressing validity and maintaining trustworthiness were first to run a pilot of the survey as well as perform member checking, as mentioned previously, in the final focus group follow ups. This helps to address internal validity to increase the reliability and trustworthiness of the study because participants review themes to validate information and make necessary changes if needed. To accomplish this, the researcher invited individuals to check the accuracy of reporting and research such as the themes and subthemes. Feedback from committee members also served to monitor consistency in data by debriefing about findings from the study related to the literature review.  Another way the researcher addressed validity concerns was to be sure the topic was fully explored until no new themes emerged from the data collection through saturation, (Creswell & Guetterman, 2019). This approach increased the dependability and comprehensiveness of the study. Next, to address external validity, the researcher employed rich and thick descriptions of the phenomenon and context to include clear details of content, participant input, data collection, and analysis, (Creswell & Guetterman), which helped with the transparency of the study and ultimately the application in other areas of research. 
	Last, utilizing peer review and member checking provided feedback from other experts, practitioners, or researchers in the field to help identify gaps or biases and improve the overall quality of the research. These methods allowed the researcher to check if all research questions were answered and whether the interview questions and focus group questions were sufficient for connecting the ethical frameworks to the findings of the study. Finally, the researcher elicited feedback from the committee members in applying an Ethics of Care to chapters 4 and 5. 
Reflexivity and Positionality 
One issue related to positionality in the study was the role as the researcher, which could have blurred the lines of research. The researcher was aware of potential biases as a colleague and as an employee of the university where the research was being conducted. For example, the researcher obtained a master’s degree at this university and was a TA for the First Year Writing Department for two years, and an adjunct for the past ten years. The researcher has been with this department for quite a while and is invested in improving the educational community. However, the fact is that many may not share the researcher’s vision as educator’s walk through this new transition of education alongside generative AI.  Thus, the researcher needed to remain open to various responses that might challenge the position. This means remaining professional and aware of the purpose of exploring these ideas rather than looking for specific answers, or even building a team to support the researcher’s view rather than exploring all pieces fairly.  
One major area the researcher needed to keep in check was familiarity with colleagues. I was mindful to examine bias regarding faculty perceptions and attitudes. As both the primary researcher as well as a colleague, it was important that the researcher maintained objectivity, was an attentive listener, and asked good questions to collect clear data. Also, another bias of this study was related to the two list serves. The researcher was a member of each and both list serves included faculty who are thinking carefully about ethical use and incorporation of generative AI, and my participants only included those who are pro-GenAI incorporation. Thus, it was essential to recognize the bias inherent in the exploration of the topic, as the interviews address questions related to how to incorporate generative AI carefully more than why. Finally, throughout this process there was a need to utilize "critical friends" (Yin, 2018) who could provide honest feedback and peer review the work as a means of cross-checking the data to ensure the researcher did not lean one way in presenting data that is unbalanced. The committee members also helped ensure this by providing insightful feedback and commentary on areas that needed improvement. 
Some other ways bias was addressed was by maintaining clear boundaries with participants. This also allowed the researcher to collect pertinent info and not become distracted by familiarity. Self-Reflection was another technique to help guard against bias in the study. According to Creswell and Guetterman (2019), self-reflective research allows researchers to reflect on their own practice and what they have learned as a means of personal growth. The researcher needed to personally examine classroom practices to be aware of the impact in the researcher's current classroom. The researcher also needed to carefully reflect on how the role as a faculty member might impact or shape interactions in the interviews during data collection. Finally, self-reflection was utilized throughout the study to examine biases, assumptions, and prior experiences. 
An additional way the researcher guarded against bias was in being transparent with fellow faculty. This meant being honest about the dual role as a researcher and participant. This was accomplished by communicating intentions for the study to build and maintain trust with colleagues throughout the research process when sending out the survey and while interviewing them. Finally, a common way of addressing bias and increasing accuracy of the data is through the use of triangulation, in which data is corroborated by different participants to validate the information (Creswell & Guetterman, 2019). Conducting one-on-one interviews followed by focus groups for data collection helped validate and cross reference the findings with participants, as well as utilizing triangulation, by including the focus group, and by performing member checking by asking participants to check the facts, allowing the researcher to maintain trustworthiness and credibility. Finally, no one was coerced or pressured into participating in the study, instead faculty were eager to share their experiences with the researcher. 
Assumptions 
	Some assumptions for facts assumed to be true, but not verified the researcher had regarding the study are that students are extensively using (or misusing) generative AI technology. The assumption that students are utilizing generative AI to plagiarize poses a challenge for faculty in the classroom and thus something they need to address by including a clear AI policy in course syllabi.  Moreover, because the researcher's students were not surveyed, the researcher does not know if, or how much they are using generative AI to complete their assignments altogether. This is a question that could be answered by surveying students. However, students are not in the scope of the study in a way that would allow the researcher to effectively evaluate their answers to this question. Further, due to the lack of open conversations around generative AI use among students and faculty in academia, it would be difficult to gather accurate data as students and faculty are not comfortable sharing how much they utilize these technologies for various tasks related to education.  Another assumption held is that the researcher’s colleagues would embrace help, when instead they could be resistant to the researcher’s ideas or perspectives regarding faculty use/training of emerging technology. The researcher had to maintain professionality in interactions and discussions regarding the topic to communicate respect and objectivity. 
Limitations 
One limitation of this study was the use of self-reporting as the researcher cannot validate the accuracy of the responses or see their teaching methods. Potential weaknesses of this study are in terms of the scope. The researcher was only able to cover one part of the larger conversation on AI in education and the participants are all on the side of incorporation rather than resistance to genAI. Further, while the researcher would like to focus more on the specific ethical implications, the scope of the research did not permit space for delving into deeper issues, so the focus was on evaluating and reporting the practical application and interactions of faculty at the institution. Additionally, while of vital importance, other concerns related to the field of computer science such as deep learning, algorithms, data privacy, and bias, and fake news, are all also beyond the scope of this study.  Further study will need to address a deeper application by diverse stakeholders and levels of education outside of higher education. 
Summary
	The methodology of this qualitative research was designed to include research questions that help elicit details from higher education faculty on the experiences of addressing challenges related to the advent of generative AI in education. By examining perceptions and understanding around practical applications and limitations; specific challenges related to ethical incorporation; strategies for employing responsible use related to an Ethics of Care (Noddings, 2002) framework; and the kinds of university or stakeholder support for building resilience; this study sought to discover approaches to responding to generative AI in education. The following chapter will present findings from data collection and data analysis for determining how higher education faculty are encountering emerging technology to guide ethical incorporation in caring ways. 
	
	


CHAPTER FOUR: DATA ANALYSIS AND RESULTS
Introduction
This qualitative exploratory case study sought to investigate faculty perceptions and understanding regarding the topic of generative AI in education to help address challenges and build resilience in responding to generative artificial intelligence (genAI) in education. Through conversations with experienced teachers and scholars across disciplines, in the form of six qualitative semi-structured one on one interviews and a follow-up focus group with five participants, the researcher sought to examine barriers related to faculty perceptions and misconceptions, factors impacting teacher resilience, and the need for multi-stakeholder support in developing digital literacy. Additionally, this study aimed to highlight some of the ways faculty can continue to build both resilience and confidence in their classrooms. Specifically, as it pertains to how they support their students use of genAI, while also anchoring the importance of responsible and effective pedagogical approaches that foster a clear and caring environment that considers the ethical incorporation of generative AI into their classrooms.
Data Analysis and Results
Creswell and Guetterman (2019) explain that the first step in the process of data analysis begins with exploring the data to get an overall sense of what is there. By reading through interviews and taking notes in the margins, the researcher can immerse themselves in the data and begin to determine how to best organize the information before breaking it into parts. To accomplish this, the researcher used Otter.ai to transcribe each of the six interviews and one follow up focus group.  The researcher began by listening to each interview and highlighting important quotes. Otter.ai helped the researcher see the organization of the data by suggesting themes based on the overall summary. The researcher then copied quotations to a separate word document and printed out interviews for each corresponding participant. 
The next step was coding, “coding is the process of segmenting and labeling text to form descriptions and broad themes in the data” (Creswell & Guetterman, 2019, p. 243). To determine consistent codes for the data the researcher decided it was best to use the original structure from the four interview questions from this study since the survey questions, interview questions and focus group all followed the same themes and topics from the original research questions. The semi structured interview questions were composed from the survey data to help provide depth and elicit thoughts and feelings related to the inquiry. Thus, the final step in data analysis utilized a hybrid approach to coding by deducing themes from the research questions and inductive analysis to locate subthemes from the interviews. The final focus group then served to triangulate and confirm data found in the initial survey and interviews. 
Through the process of open coding, originally developed for grounded theory by Strauss (1987), is an inductive process of essentially remaining open to the codes as they emerge from the data, which allows the researcher to name or classify the observed phenomenon. While this study is exploratory in nature, this kind of coding served to aid the researcher in clearly defining themes due to the newness of the topic as well as the variety of points made by the participants surrounding generative AI as an emerging technology in education. The researcher began open coding by reading through all interviews and took notes on main points made by each participant and ended up determining fourteen themes and used the study’s four research questions to decrease the number of codes down to four themes with two subthemes for each main theme. The original four main themes were: 1. Perceptions and understandings of generative AI in education, 2. Specific challenges in integrating genAI into pedagogy, 3. Ways faculty design, adapt and ethically incorporate generative AI into their courses in caring ways, 4. Kinds of university support or resources to help build literacy of genAI technologies to address resilience. Subthemes then emerged inductively from the data collected from the initial survey, semi structured one on one interviews as well as the follow up focus group. 
Themes were then shortened to better summarize the category for each with main themes (1) “Faculty perceptions” with two subthemes: AI as an emerging technology; Impact of genAI on the workforce (2) “Challenges to incorporation” with subthemes: Lack of alignment of AI policy; Teaching critical thinking alongside use (3) “Pedagogy and ethical integration” with subthemes: Ethics interwoven into course materials; Active learning focused on evaluating inputs and outputs  (4) “University support and collaboration” followed by subthemes: Faculty led hangouts; collaboration with colleagues. Table 1 outlines the themes for the study:	
Table 1 
4 Themes with Subthemes
	Theme
	               Subtheme

	Faculty perceptions 
	AI as an emerging technology
Impact of genAI on the workforce

	Challenges to incorporation
	Lack of alignment of AI policy 
Teaching critical thinking alongside use

	Pedagogy and ethical integration 
	Ethics interwoven into course materials
Active learning focused on evaluating inputs and outputs

	University support and collaboration
	Faculty-led hangouts 
Collaboration with colleagues 



Participant Profiles
The following provides a brief profile for each of the six participants in the study. Information was taken from survey and interview data as well as faculty bios. Each participant met two criteria for the study: 1) Currently teaching, 2) Interested in, or already incorporating generative AI into their course materials. Each faculty member also helps in educating others on campus on exploring the capabilities and limitations of generative AI in society and how to consider appropriate use in a variety of contexts. 
Professor Jay
 	Professor Jay is an assistant professor of Management in the School of Business and Economics with a PhD in Management and a MA in Organizational Science. He teaches courses at both the undergraduate and graduate level in Strategic Management and Strategic Tools. Professor Jay integrates generative AI into each of his courses with a focus on practical use and job readiness for an AI-driven business world. The main course he discusses in this study is the upper division capstone business strategy class for business majors, which is the final class for all business majors before they graduate. Much of the focus of the course is related to determining how businesses might strategically use and incorporate generative AI. Thus, Professor Jay utilizes various chatbots for in class assignments to help students familiarize themselves with the capabilities and limitations of generative AI to develop hands on experience for the real-world. Professor Jay also works with grad students in their GAship where under his tutelage students learn how to use various generative AI technology. His research explores the practical and ethical implications of AI in society with a focus on corporate governance in education.
Professor Collin
Professor Collin is an Associate Professor in the Computer Science Department and holds a PhD in Computational Linguistics and a BS in Computer Science. He teaches courses in Data Science primarily focused on helping students at both the undergrad and graduate levels understand the nature of data, programming, coding skills, and on scientific problems as well as statistics for building and understanding Large Language Models (LLM’s), such as ChatGPT. Dr. Collin’s research revolves around natural language processing and dialogue systems. He also helps educate and inform various members of the university as well as the community about how various generative AI models are built and how they work. 
Instructor Ron
Instructor Ron is a lecturer in the School of Business and holds an MBA in Business Administration and Management. Instructor Ron has been teaching for 8 years and is deeply interested in business intelligence and analytics and teaches Management courses. Before teaching he spent 25 years working in the IT industry. Instructor Ron integrates generative AI into his courses to prepare students to leverage technology in their workplaces by helping students understand the capabilities and limits of generative AI in business and society by finding practical ways of pointing out the potential evil uses as well as the positive uses of various generative AI technologies. 
Professor Joy
Professor Joy is an Associate Professor of Technical Communication and newly appointed department Chair of the Department of Writing Studies. She currently teaches courses in Technical Editing and Communication as well as technical rhetoric in the past. She also works with STEM communication and engineers, particularly to help or study what's happening with Engineering Communication, but also to help support Engineering students with writing. Her research interests revolve around areas of Engineering and STEM as well as how generative AI can be used as a tool for editing and by professional writers. She is passionate about helping students advocate for human skills to highlight and showcase their unique contribution to an AI-driven world and prepare technical editors for AI in their fields and workplace.
Instructor Bea
Instructor Bea holds an MA in English Literature with a focus on modern and postmodern critical theory and is an adjunct in the First Year Writing Program. She teaches courses to freshmen in writing, focusing on academic research. Her background includes working for a fair housing civil rights organization, doing front-end web development, and recently working as an AI consultant on a book from Pearson Publishing. Instructor Bea is an advocate for students in helping them navigate generative AI use in education. She is also currently helping to train faculty and staff on campus regarding the capabilities and various uses of generative AI to build literacy for how to ethically integrate generative AI tools into the classroom and has built various course materials for teachers to use in the classroom. 
Professor Bell
Professor Bell is a Clinical Assistant Professor of Nursing and a Board-Certified Nurse who also maintains part-time work as a bedside nurse at a local hospital. He is passionate about patient advocacy and nurse development and is committed to helping students understand how generative AI impacts the medical field and their role as advocates for patient advocacy in using and employing safe generative AI systems. His research contributions include implementation of system-wide initiatives and nursing teams utilizing technology and remote patient management applications. He has also led conversations on campus regarding teaching the ethical use of generative AI in his nursing courses to include a panel with some of his students highlighting their thoughts on the role of generative AI in nursing and the medical field. 
Theme 1: Faculty Perceptions
The first major theme explored in this study was faculty perceptions related to the role of generative AI in society. As discussed in the literature review, there are mixed feelings about how to respond with teachers choosing to ban use (Chan, 2023). Additionally, the fear of plagiarism leading to the use of AI detection tools has impacted the conversation around building ethical use for students (Rudolf et al., 2023) as many higher education faculty are unprepared for the fast-changing landscape of generative AI in higher education and need support, guidance, and pedagogical training (Williams et al., 2021; Ibrahim et al., 2023; Rudolph et al., 2023). These same issues were confirmed by participants as they shared their experiences with addressing issues related to generative AI in their courses. During both the interviews and the focus group, faculty were asked about their perceptions and attitudes regarding the role of generative AI in education and their understanding of the capabilities and limitations of these kinds of technologies. The two subthemes that emerged were 1) AI as an emerging technology in academia followed by 2) the impact of genAI on the workforce. 
Subtheme 1: AI as an Emerging Technology
As an emerging technology, generative AI has a lot of practical uses and is being widely incorporated into everyday technologies offering diverse capabilities, but it also has some serious limitations because it is a technology that functions on prediction, using tokenization to determine the next best word in a sequence and is not trained to be accurate. Instead, Large Language Models, like ChatGPT, are trained using distributional hypothesis, as Professor Collin explains, is a limitation of generative AI and something students must understand about the technology, 
So, one of the big limitations of language models is the theory of semantics or language, meaning behind how they're built, comes from what's called the distributional hypothesis. And the distributional hypothesis posits that you can learn a lot about the meaning of the word by the company it keeps meaning in, in text words, keep company with other words, where they land in text. And the way they're trained is basically you're tasking the language model with playing guess the word, you give it a text, you cover some of the words and say, guess which ones I covered, and then it gets it gets some right or wrong.
The conversation surrounding this issue brought up how this becomes a problem with emerging technologies like generative AI tools that are widely accessible and marketed directly to students to use on homework assignments. Participants explained if students believe the outputs are truthful because they are unaware of how models operate and function, they don’t know that an important part of using the tools is examining those outputs for accuracy. This is further complicated by how chatbot interfaces are designed, leading users to become overly impressed with the way the technology can interact and answer questions that often sound very convincing (and human-like), even when the information is not true. 
This leads to the importance of teachers helping students understand that they need a certain level of expertise to check outputs for accuracy as well as to build a level of accountability for what they do with the outputs. However, participants indicated that this is especially tricky at the 100 level, as students are not yet experts and cannot determine if what generative AI is saying is accurate. Instructor Bea says this is an issue for students (and consumers) because “the big thing that you have to understand about this technology is that it's dazzling, but it doesn't do the thing that everybody thinks it's doing” and students are easily fooled by how convincing the technology might appear or sound. It seems like the technology can offer quick answers to any inquiry, when really it is just made to sound correct. Thus, the need for expertise in examining the content of all outputs is essential for students to understand. Instructor Bea noted that particularly in the context of first year writing, students are still novice writers and do not have the knowledge or command or rhetorical knowledge built to accurately examine outputs whereas, 
you have to have some kind of expertise to be able to vet the information that's coming out. And a lot of the stuff that we do in my classroom is about seeking knowledge and building knowledge. It's a not a course where they're just researching in their field. And they're not experts [and] they're not expert writers. They're not expert researchers. And to really see how this stuff works, you have to either understand the technology or you have to be a writer, because any writer that looks at Chat GPT and sees its output [of] generative AI, they can be impressed. But they also can see where it's not that impressive, and where it kind of like falls off. And a [100-level] student doesn't have that expertise. They're just impressed. And so it doesn't go to this point of like, oh, I would revise this because they're not strong writers. And so, to have them use something that writes for them is not going to not make them a strong writer. But I do think that there's a skewed perception there. They don't have the right perception of this, and they don't have expertise over it.
Therefore, part of helping students build literacy at the 100 level of the limitations includes identifying the lure of these technologies to combat the temptation to over trust outputs. If students know to view outputs with more skepticism, they can learn to verify outputs rather than trusting whatever the AI says. One helpful resource to illustrate the decision-making process in determining whether to use a chatbot was developed by k12 educators is the AI Guide for Students: Should I Use AI provided by AI for Education shown in Figure 2. 
Figure 2 
AI Guide for Students at the 100 Level
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Note. This image provides a visual intended for students to use in helping them determine whether they should utilize chatbots for certain tasks. Helping students make decisions about appropriate use of genAI tools is especially useful at the 100 level as they build literacy of the technology. As more scholars and practicioners develop resources for teachers, students can build a deeper understanding around appropriate use to avoid misuse. 
The other problematic piece of the issue expressed in the theme of faculty perceptions is the inaccuracy as part of generative AI technology is the implications for faculty and students of employing this same kind of technology for detecting plagiarism. Simply put, the use of AI detectors in education puts students at risk. Both Instructor Ron and Professor Collin shared strong opinions on the use of AI detectors. As covered in the literature review by Rudolf et al., (2023) AI detection tools can only estimate the probability of using generative AI, which is not a sure way of knowing if I student plagiarized. Instructor Ron is especially worried about using these tools because, 
we cannot get conclusive proof that they're using it. We have to trust the detector, that they are telling us the truth. And there's no way to do it. There's no imperative empirical proof that that's happening. So, my question to the educator is, what percentage failure rate are you okay with for these detectors to destroy the academic career for students? And my personal view is anything over a 0% failure rate I think is too high.
Similarly, Professor Collin as both a computer scientist and an expert in machine learning and building and training Large Language Models, expressed his deep concern for the risk to students and the threat to academic integrity noting that,
These AI checker tools: I don't trust them. The false positives are just as bad as the false negatives. Worse in many cases. So, instead of putting myself in a position where I have to be on a witch hunt, and I have to make accusations where there's no recourse for them or me, it's just a bad situation for everybody. I say, [to students] be an adult and choose what you're going to do. I would recommend you don't do this and get help when you need it. I have office hours by zoom or in person; to make it as easy as possible, we have a way of communicating with each other.
Accusing students of plagiarism for using generative AI with AI detection software, that is proven to be inaccurate (Rudolf et al., 2023), as the first line of defense adds to the already uncertain atmosphere around using generative AI in education. Instead, faculty in this study agreed that a better approach is to create clear classroom policy and expectations while also addressing the lack of knowledge and understanding of these tools and technology. This requires building lines of communication between teachers and students regarding how they might be using these tools, as the use of detection software could limit the ability to have open conversations. 
Adjacent to using generative AI in education as a serious limitation of these technologies is the data collection and privacy policies. Participants agreed that faculty and students must develop safe practices concerning data collection in education as generative AI technologies collect large amount of user data without truly disclosing how they intend to use it. Especially when it concerns student data and grading, most faculty do not understand the implications of sharing personally identifying info with Big Tech and students also know very little about safe practices or the long-term implications of data collection. Instructor Bea makes the point about data and considering long term consequences
like we've seen, teenage boys using AI to make really elicit things about real women, because they don't understand the real consequences of these things that they're doing. And you can't do that without data. You can't do a lot of these harmful things without data, and also the harm that can come to students just through, like how awful our data collection practices are, and how our data is being used. And like, it's just really terrifying, honestly.
Advocating for transparency of AI systems related to data collection and bringing awareness to students and faculty on how to safely collect data (Holmes et al., 2022) as well as potential real consequences begins with all users being mindful of how they share personal data with these systems. For faculty, this means protecting student data by making informed decisions about using AI detection software or in employing generative AI for grading. They expressed that to assist students in making these informed decisions better literacy needs to be built around reading and comprehension of privacy policies so students as consumers have a better grasp on how their data is being collected and used. Thus, finding clear ways to build literacy around the capabilities and limitations of generative AI systems to mitigate harm in higher education will help ensure faculty and students consider how to appropriately and safely use generative AI moving forward. 
Subtheme 2: Impact of Generative AI on the Workforce
The next subtheme under faculty perceptions of the role of generative AI in education is the impact of generative AI on the workforce. Both business professors as well as Professor Joy regarding technical communication majors, expressed urgency in addressing this issue with their classes. Professor Jay was greatly concerned about the impact of generative AI on his students’ ability to find jobs as many white-collar jobs, the very jobs his students will be applying for, are in danger of automation,
I view it as this is a disruptive innovation that's going to destroy about 80% of jobs, or augment, or displace [them]. So, I'm looking at this practically. Like, what do we do for these students if their degree is essentially useless in five years? So, it's far more about practicality. 
Therefore, Professor Jay has decided to approach the issue by utilizing class time to train students on how to understand and utilize various types of chatbots to help provide students with the practical skills needed for an AI workforce. However, since this responsibility falls on the shoulders of teachers, this requires them to quickly learn current technologies. Professor Jay feels personally responsible for training the seniors in his business capstone course so they are adequately prepared for the workforce. Also related to the IT and data analytics, Instructor Ron has similar concerns about preparing students for using generative AI in business:
all the business leaders I talked to are all wanting to figure out how to use AI. All of the publications are saying that AI is already having major impacts on businesses, and Chat GPT came out a little over a year ago. So, if we're seeing that much impact in year and a halfish, imagine what we're going to see in three years from now. It's just going to be incredible. So, I'm trying to set my students up. My basic philosophy when I'm teaching is, again, because these are business students, I want my students to have just a little bit better understanding of job roles and being able to do the jobs they want to do…maybe learn a little bit more than other students are learning so that when they go for a job interview, [and] know just a little bit more than everybody else.
As each professor sees the demand for generative AI skills and knowledge in their various industries, Professor Jay explains the urgency of preparing students,
part of my thought is, this is a tsunami that's going to drill you and if you don't have an understanding of how these systems work, and if you don't have an understanding that the guy next to you is likely using these things and you don't understand how to use them, then you're just behind.
Especially in upper division courses where students will soon go into the workplace and encounter generative AI, participants expressed the urgency around training students to be competitive in their careers has created added pressure to faculty who understand what business leaders and corporations expect from applicants. Generative AI is being adopted at a rapid rate by business industry leaders (Mollick, 2024) and faculty recognize the need to build literacy of various tools in their courses to adequately prepare students for these new AI related demands. 
	Business is not the only field where incorporation is impacting graduates. The medical field is also grappling with how to evaluate new technologies to ensure safe and effective implementation. Issues such as data privacy pose a serious risk as generative AI is run by big tech companies such as OpenAI, who, as mentioned previously, do not protect data and provide no transparency or explainability when it comes to data collection. This is a large implication for companies and businesses as they need to pay extra and hire more people to ensure safe and ethical generative AI. Professor Jay acknowledged the importance of helping students who are going into the medical field comprehend the risks and then encourage them to advocate for explainability to help build safer AI technologies in their respective fields. This is especially important to help verify information to make clinical decisions and develop careful and safe practices. These issues pose a major challenge for Professor Bell’s nursing students because,
what we're trying to do, especially in technology classes, is to get them to realize that they need to be advocates and be influential within their profession as well. Instead of just having this technology enacted upon them, how do they engage in designing and building so it works for them and their patients?
Helping students make decisions for the people they care for in their positions as medical professionals places a new sense of urgency on building literacy of generative AI technologies.   
Similar concerns related to ethical use as well as workplace relevancy can be applied to the field of Technical Communication in how writers utilize emerging technologies to advocate for the value of human writers, rather than outsourcing all writing tasks to generative AI. Professor Joy expressed concerns related to equipping her students to enter a new AI workforce and questions she has had to ask herself in helping them be adequately prepared,
how do I help my students navigate a world with AI in which people might see their skills as not being relevant? How do I help them articulate what they bring to the table? And how can they use AI to complement what they're doing? But still say, you still need me to do these really powerful things?
As mentioned in the beginning of this section, many businesses are going to begin looking to automate roles as a means of saving money. Professional writers are yet another part of the white-collar workforce who need to grapple with the impact of AI on their field, thus teachers need to help students wrestle with what this might mean for their careers (Mollick, 2024) so they are better equipped to enter the workforce. As his number one concern, Professor Jay believes the role of the teacher in this new era is to begin building literacy in their classes now, as he thinks 
We must build literacy because if we don't, we are graduating people who are from a different era, they are from an era that is not current. Our students will be starting at a disadvantage, so I think we have to start building AI literacy now. [We] have to start reimagining what work is for our students and ourselves, frankly, because it will impact [and] is impacting our jobs now as professors as well. So, I think we all of us need to start thinking about, Okay, what's this new reality now?
Theme 2: Challenges to Incorporation
The second theme of this study was challenges to incorporation, as each of the participants in the study discussed the difficulties associated with incorporating generative AI into their courses related to helping students build literacy of emerging technologies. Since the university is still in the early adoption phase across campus, there are many differing approaches to syllabus statements. Other factors such a lack of incorporation or resistance to generative AI also present challenges for those faculty on campus who are working to build awareness of best practices around emerging technologies. 
Subtheme 1: Lack of Alignment of AI policy 
The issue of consistent alignment in the form of a lack of alignment of AI policy across campus emerged from data as an issue for faculty who are choosing to incorporate generative AI into their course materials. As policies on generative AI use differ from course to course, this leads to confusion for students on what might or might not count as plagiarism. According to the findings, honest and clear conversations about appropriate use are not being held consistently with students. While some courses allow use and others none at all, students are receiving mixed messages on how to proceed. 
As a professor of Nursing, Professor Bell believes building literacy of generative AI in his courses is essential for preparing students to make informed choices about using generative AI in the medical field. By building an understanding of how the tools work under the hood, students can begin identifying and evaluating the limitations. However, he states that this is tough to accomplish when other faculty in his department ban use, thus misalignment with others in his department impacts his approach to building literacy for nurses in his classes. Professor Bell reflects on how the lack of alignment in syllabus statements directly impacts students as,
university policy right now, it's kind of every professor for themselves deciding how they want to do that. And we do see the full gamut here. We do have in that fourth semester alone with our students, they have a class that the syllabus expressly forbids the use of any AI, which is problematic because that professor doesn't really define what AI is. And then they're questioning whether they can use Grammarly or spellcheck, or because they’re finally getting savvy enough to realize that that all is AI on some level, like, well, what if I'm recording my Zoom meeting, can I not use all those things?
Further thought prompts the discovery that without a clear syllabus policy students are left to wonder if they will be accused of plagiarism for things they’ve always used, which then impacts faculty who permit use as they struggle to support students navigating appropriate use of generative AI. Professor Bell works to mitigate these issues in his course by including a syllabus statement that asks students to tell him how they are using it,
because the goal is to try to start to see and explore what types of uses they're coming up with, and then being able to help guide and discuss whether that's an appropriate use or not, because I can't predict every way that students are going to get creative with how to use it.
An additional issue is, since students don’t have consistent guidance, they might consider certain uses of generative AI as academic misuse when it is not. Instructor Ron came to a similar conclusion, “I honestly think a big part of it is just how negatively it's viewed in academia”, as he shared results from a survey he conducted of his students inquiring about using genAI to cheat, and found that none of their answers construed cheating, but instead found “a misperception there, where students are perceiving things as being negative or being cheating. And to me, they're completely legitimate uses”. Professor Bell also recognizes that a misalignment in policy ultimately impacts communication and trust because, 
it gets really confusing for the students, because then we're still giving them mixed messages about what and how. And I think that's kind of driving it into like this kind of gray underground, where they might be using it, but they don't know who to trust to say I am or am not. And we're creating more of a kind of an ethical gray area by not being consistent.
Studies mentioned in Chapter Two by Ibrahim et al., (2023) regarding students concealing their use of generative AI validates Professor Bell’s concerns, as students who are using generative AI might fear consequences, so they don’t admit use, which further diminishes conversations between teachers and students for building literacy around appropriate use of generative AI in the classroom. Instructor Ron also noted another possible consequence that professors who allow use may experience when,
certain professors don't want any AI used. And I want a lot of AI used. And if every professor has a different threshold, the students instead of checking every time to figure out which threshold to meet, they're probably going to go to the lowest common denominator, so they don't get in trouble
Challenges resulting from inconsistent policy are further complicated by the growing adoption of K12 teachers. Professor Collin has been “on a campaign” to help inform and train K12 teachers about the interworking’s of LLM’s and ethical use and knows that high school students are being taught about generative AI now. The question is how soon-to-be incoming freshmen will impact the alignment issue since, as he observes,
High school students are adopting this stuff very quickly, and everyone's using it. Whereas the undergraduates right now, kind of aren't, it's kind of half and half. And that's partly due to their faculty, their teachers are telling them don't use this. So they're like, okay, this is evil, I'm not gonna use it. Whereas the next generation of high schoolers is going to come in, and they're gonna be like, whatever. I know how to use this stuff, and you can’t tell me not to use it. That's like telling me not to ride my bike. It's too valuable to me.
Participants advocated for more consistent alignment of syllabus policy by providing training on appropriate use will help guide students and faculty in navigating the use of generative AI in education. Without clear guidance students cannot make informed decisions in using these tools and faculty cannot provide clear, consistent ethical guidance when conversations are not taking place in all classrooms. Thus, university stakeholders must work together to build literacy of generative AI for both faculty and students to develop and communicate safe practices (Holmes et al., 2022).
Subtheme 2: Teaching Critical Thinking Alongside Use
The second subtheme that emerged under challenges to incorporation as a major concern for all participants in the study was over reliance, which included questions around how to help students ensure they are maintaining critical thinking and careful evaluation while using genAI tools and maintaining development of foundational learning skills. Since these technologies are both alluring and convincing to students, often they trust the outputs more than they should, which may result in a loss of implicit or foundational knowledge they should be gaining while in class. Professor Jay expressed his worry with over reliance and the impact of a lack of critical evaluation on foundational knowledge and original ideas,
sometimes I worry that if we over rely on AI, then we won't ever learn those things, or those challenges will be avoided, or the AI will kind of anchor you to the idea that it originally created, rather than you coming up with your own idea and thinking critically. And often students are not critical enough of the AI content. They think of it as Google when it's fundamentally not Google. 
Framing generative AI as a new kind of technology with new capabilities that are not Google® search, but instead a kind of new technology that they need to use to understand helps students to build practical literacy and critical thought of the tools, so they understand what kinds of uses are appropriate for each tool and circumstance, rather than thinking of it as a general search engine. Professor Jay addresses this in his classes by using different analogies to help construct a more accurate understanding of the functions of generative AI,
I use Star Wars droids analogies. I teach my students, because I don't want them to think of it as Google-- the more they think of it like google [it] doesn't work well-- and they use it poorly. And so, I try to teach them, hey, what Star Wars droid do you want to just pop out? Do you want the Star Wars droid that is good at doing data analysis, tell it to be that, and it will be that. But it's not gonna be perfect, just like, C-3PO is scared of stuff, right? It is gonna have its own weaknesses, limitations...I find that if I can increase AI literacy, that should decrease unethical use. And so then it becomes okay, how do I increase the literacy? Well, I have to get them to stop thinking of it as Google and start thinking about it as a new thing.
Properly framing the tools for students in a way that makes sense to them helps build literacy around best use cases to shape appropriate use of these new tools. If students know how tools work and for which kinds of uses, they will be less likely to employ them in the wrong ways. Since there is so much confusion around thinking about generative AI tools as a kind of Google® search, an important part of building critical thinking is teaching students about the functions of generative AI rather than a type of educational technology tool to learn on their own. Instructor Ron explains his approach to helping students correctly view the technology, 
I'm really leaning into the concept that it's more than just a tool. Because if you treat it as a tool, you get generations that look like a transaction, like you would see with Google. And I think that's a problem. I think it's a whole new kind of tool that we have to have students look at differently. I just read the book Co-intelligence. And I liked that concept, but I kind of take it as more of it's an assistant, if used correctly, it becomes more of a personal assistant, than just a tool, a virtual reality or a virtual system. But it still is an assistant. For the kinds of things that it's good at, it's an expert. One of the explanations I use for it is it's an expert in your pocket, it can help you with writing better, it can help you with writing prose better, it can help you in all sorts of areas that it's good at. But you need to be careful about it not taking away your critical thinking. And, literally one of the very first things I say in classes, is that generative AI is very powerful. But you need to ask it why so that it can explain why it's giving you these answers, don't just take the answer and run, you're going to be worse off.
Ethical incorporation of generative AI requires building understanding around how to properly interact with generative AI thoughtfully by considering both the capabilities and limitations in maintaining critical thinking. Thus, asking the technology “why” when getting outputs helps students learn to incorporate critical evaluation into their interaction with these tools. However, this also means building critical thinking which includes providing in class opportunities for students to explore various tools together under the guidance of the teacher. 
Theme 3: Pedagogy and Ethical Integration  
The third theme in this study was pedagogy and ethical integration, as teachers need to determine clear pedagogical approaches to teaching students how to use generative AI ethically. In examining the interviews, both subthemes of 1) ethics interwoven into course materials and 2) active learning, tended to intersect.  Presenting students with ethical issues or allowing them to think through ethical implications while utilizing active learning aids in evaluating the inputs and outputs. Teachers need to clearly discuss appropriate use but also provide assignments that help students develop critical awareness of the power structures and potential harms resulting from operating out of ignorance (Bhatt & MacKenzie, 2019; Ibrahim et al, 2023).  
One way of addressing the challenge of ethical incorporation at the upper division level is by utilizing active learning to provide learning opportunities that help students examine moral responsibility and consequences around generative AI in society. Since this is such a new kind of technology for education, ethical frameworks are not yet clearly defined for classroom use. Additionally, because the technology generates brand new outputs with every new push of a button, scholars can’t predict how generative AI will act, which adds complexity to defining best practices for each discipline. Instead, faculty need to employ active learning techniques by presenting ethical use cases or ethical frameworks related to their particular fields. 
Subtheme 1: Ethics Interwoven into Course Materials
Particularly in fields like Computer Science and Nursing, ethical frameworks are woven into the course materials. When frameworks can be clearly utilized, students can better apply best practices that mitigate harm. Concerning the field of Nursing, Professor Bell discussed applying the tenants of professional ethics to the use of generative AI in a nursing course related to ethical data collection in the workplace,
A lot of our professional ethics in nursing really focus on patient safety, patient advocacy, and patient privacy. And I think all of those pieces really align well with how we teach about the benefits and the dangers of AI. Like, even if we just start with privacy, which is one of the big ways that we've started with our teaching, especially in that technology and informatics course, we start with a framework we have. We’ve got to protect patient privacy before we do anything else. So that will dictate what and how you might use a large language model, knowing that it's collecting and taking in everything you're giving it. And then a flipside being, I can't make decisions and clinical decisions with information that I can't truly verify, right? So, needing to be thoughtful about what that looks like.  
Providing clear ethical frameworks connected to each discipline alongside active learning assignments is one way to provide a lens for students to see application of ethics as it is contextualized for their own disciplines while also considering potential impacts on their community by how they are connected to the outcome of technology. To help visualize this process, the flowchart in Figure 3 outlines one possible series of decisions included in determining whether using generative AI is safe.
Figure 3 
Determining Whether it is Safe to Use ChatGPT
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Note. This flowchart was adapted from "Using ChatGPT in Medical Education" (Lecturio) E, and originally created by Aleksander Tiulkanov G.
As part of a student Canvas module on generative AI from Rush University 
originally created by AI and Data Policy Lawyer Aleksandr Tiulkanov in 2023, this flowchart is especially useful for helping college students to first recognize the need for expertise to verify accuracy of all outputs and second, the flowchart emphasizes the importance of taking full legal and moral responsibility for missed inaccuracies in all outputs. Ultimately, if students determine that it is safe to use generative AI, then they are reminded to “verify each word and sentence for accuracy and commonsense”, further reinforcing the need for careful evaluation of each output before employing any information taken from generative AI. Utilizing this flowchart helps focus on the importance of taking personal moral responsibility when utilizing generative AI in education. 
Taking full moral responsibility for outputs as college students means abiding by university academic integrity policies which are designed to help maintain appropriate codes of conduct, which are established as guidelines for the wellbeing of the university community. While other flowcharts are available to determine safe use, like the one referenced by AI for Education, this particular one was chosen to help reinforce the importance of educating student on the moral responsibility included on using genAI. Holding students morally responsible for their choices in using generative AI should be a regular part of conversations on determining ethical use guidelines. 
Subtheme 2: Active Learning in Evaluating Inputs and Outputs
One important aspect of active learning is giving students tools to explore on their own and arrive at their own conclusions rather than passively taking in information. The majority of the participants in the study approached examining inputs and outputs by having students use the technology in class to evaluate whether the output could be trusted. For instance, Professor Bell had students conduct a debate with a chatbot around physician assisted euthanasia as an example of hands on “just in time teaching” as an interactive way to help students better understand the tools and consider the ethical implications of trusting the technology when treating real patients. Hands on play or exploration allows students to reach complexity in active learning as shown in figure 4. 
Figure 4 
Active Learning Examples from Simple to Complex
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Note. Adapted from Center for Educational Innovation “Active Learning” from University of Minnesota
For participants who teach upper division courses, active learning activities helped students explore technologies to help them learn how to evaluate the outputs. For example, towards the top end of “complex” active learning activities “hands-on technology” is listed. As part of ethical incorporation of genAI into pedagogical practices, creating opportunities for students to interact with and explore technology in a safe classroom environment, under the supervision of the teacher, provides learning opportunities for considering appropriate use and building understanding of limitations. In the previous example of interviewing a chatbot about physician-assisted suicide, students can investigate the outputs and reflect on potential implications of using generative AI in medical contexts. The same approach can be applied to using genAI to create business reports to test the capabilities and limitations of genAI tools appropriate to each discipline. Active learning serves to help prepare students for thinking about use cases for the real world and anticipate potential pitfalls of employing tools in the workplace.  
On the computer science side, Professor Collin shared an example of ethical use from his undergrad course and how students came up with a positive use case (also another active learning activity) for generative AI by re-wording offensive tweets: 
two undergraduate students were interested in using generative AI to re-word tweets that were offensive. (So, there's a corpus of offensive social media posts and then of course, there's a benchmark that determines if they're offensive or if they're not). And they said, well, let's try to reword something marked as an offensive tweet and use generative AI to reword it. So, it's trying to make the same point but it's not doing it in a mean or offensive way. And they had some interesting results there, just with the offline results, that improved even with smaller models, they did pretty well using Llama.
Employing in class assignments specific to each discipline that generate interactions and collaboration for developing use cases help reinforce learning regarding emerging technology as an essential piece of interweaving ethics into course materials. In this case, as Professor Collin’s students are learning to build generative AI tools, they are confronted with thinking of ways they can mitigate harms as part of their training for becoming computer programmers and data scientists. 
Although the assignments look different for those in the field of computer science compared to those in the medical field, students are still thinking about ethical scenarios around using generative AI in the real world and potential implications on real people. Another example of how ethics are interwoven into the material for data science students is by examining bias in both outputs and inputs from the training perspective. One way Professor Collin incorporates ethics is by exposing students to bias using the Cognitive Bias Codex (as illustrated in figure 5) by having students pick 10 biases to begin thinking about the role of bias in generative AI from the programmer side before they discuss them together. Professor Collin explained that,
my point to the students isn't something like, look at all of you, people who are terrible. It's more like we all have these to some degree or another. So, I would group them up and say, here's 10 that I want to focus on, because these are 10 big ones that come up a lot in data science, and some of them are on the models and on the data and on the outcomes and some of them are on the data scientists, the people who are who are using the models themselves.
Figure 5 
Cognitive Bias Codex for Teaching the Presence of Bias
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Professor Collin then provided examples of bias issues such as in speech recognition tools like Alexa where, in the early training phase, would only recognize standard English spoken primarily by males, but not children or those with different accents. Discussing real ethical scenarios that are inherent in models such as bias contextualizes the information for students to build awareness of how they might contribute to the issues in the data as builders or even as consumers. Both contextualizing the implications and then illustrating the complexity and ethical dilemmas involved in evaluating outputs of these technologies helps to guide students in anticipating limitations and in determining their role in how to build ethical practices for their own use. 
As for thinking about ways to utilize actively learning to consider use cases of generative AI in business courses, Professor Jay provides a snapshot of how he approaches evaluation of outputs by in class assignments, 
I give them five or six news articles. And they put it into a chatbot, and then they read it, and then come to class, we discuss what they learned from that and then we actually read one of the news articles, one that they never actually read, because it's in the chatbot. And then we discuss the differences [in being] curated by a human, what's different between them. I find [this] is an effective way for them to understand the downsides of using AI. Like, the AI doesn't know what's important details to put in, it just kind of throws in stuff. It assumed, but it doesn't actually know. And, the implicit knowledge of an editor of knowing how to write or create a narrative that's compelling and makes sense that the AI will sometimes do, but not consistently. [Then] the students will say, man, it really matters how you prompt this thing. I find that that kind of activity early on helps a ton because then they have this understanding of the difference between someone who's actually put effort into writing it, versus one that I just threw a bunch of articles in [and] generated a thing. My knowledge from that is much more surface level. I have maybe a good broad understanding, but if I want to have a deep understanding, I should probably read something that's like, actually written by a human.
In both interweaving relevant uses and employing active learning, participants illustrated ways teachers can educate students to evaluate outputs and make choices in how to best interact with the tools while in class together. Discussing and examining outputs as well as inputs provides guided instruction to demonstrate how the tools work while pointing out the ethical pitfalls are indicative of the technology and the students’ role in mitigating those issues. 
Theme 4: University Support and Collaboration
The final theme explored in this study was related to faculty accessing support from stakeholders in building both literacy and resilience in responding to generative AI in education. Historically as a campus community this institution tends not to trust technology and thus is slow to incorporate. However, as more awareness has been built by faculty regarding actual use cases in the media, higher education publications and other research outlets, many campus leaders have recognized the need for collaboration and support for both faculty and students in addressing generative AI concerns.
Concerning support, one college on campus regularly offered various grants to teachers for financial support to develop curriculum or access resources like training on generative AI as well as collaborative events to build broader knowledge on campus. There are also several committees formed who are visiting different departments across campus to inquire about how faculty and staff are encountering and responding to generative AI. There is also a concerted effort at the state level in the Department of Education. Webinars and collaborative meetings around topics related to teaching and learning with generative AI have sought to build a basic knowledge and provide a place for educators to gather to discuss concerns. 
However, as faculty on the ground floor who have a deeper knowledge and are also providing education around ethical implementation practices, the researcher wanted to know how these faculty members were building resilience to continue supporting students. First, the researcher inquired about what kinds of support they’ve accessed on campus, and most had not accessed the university support as Professor Bell explains, 
It's a lot to try to stay informed in this area right now. I don't know if I have an answer for what I've felt most successful with, to be honest with you. Because though I hear about a number of committees at the university and those types of things, I'm not seeing a ton of guidance. Or I'm getting answers of like, yeah, that sounds like a great idea, you should speak up somewhere. (Like, okay, I'm trying… I can only do so much). So, I don't know, I think at this point, it's a lot of my personal [efforts].
Instead, participants utilized faculty-led efforts to help build knowledge and understanding of how generative AI impacts higher education. 
Subtheme 1: Faculty-led Hangouts 
As mentioned in Chapter 3, one widely utilized resource for support and community on campus is a group created by two faculty members from the Philosophy Department who organize meetings for faculty and staff. The group is made up of people from disciplines across campus and provides a place for members to discuss various issues related to generative AI in education as well as society. Participants in the study who are members of this group expressed appreciation for the group as a place to consider the implications and impacts of a digitalized future and connect with colleagues regarding questions they had. These faculty led efforts have helped provide a place for faculty to build literacy and resilience in confronting and addressing issues related to generative AI in their courses as well as other areas of work. Professor Jay summed up the experience in the following way,
my colleagues are the most helpful, who are interested in exploring new ideas, who are like, hey, have you heard about this bot? Have you heard about this thing? And then we're working on it. Those are the people who are the most useful as it gives me a more holistic view. I'm in the business world, and we're so freakin’ practical. And then I hear from someone in the writing lab, and I'm like, oh, man, now I have an understanding of this issue from a different perspective. Those are the most helpful.
However, as participants are now growing past a general literacy of generative AI, their needs are changing, and participants are finding they need to hear from those who have industry experience, or who are using generative AI in new ways that can better support their pedagogical efforts. 
Subtheme 2: Collaboration with Colleagues and Industry
The final subtheme under university support and collaboration was the benefit of collaboration with colleagues and the need for relevant use cases from industry leaders. As mentioned, while collaboration with colleagues has been helpful for the past year, it is now becoming important that faculty provide clear examples of how businesses and industry professionals are utilizing generative AI tools in new ways. Several participants mentioned a struggle they are having is in building an understanding around how experts in their respective fields are employing generative AI in the real world to both explore and share with their students. For his business students, Instructor Ron noted that,
One of the big issues that I've run into more lately is that I want to understand more use cases and how exactly it's being used in the business world. For example, I know that Clearwater analytics is using generative AI extensively in their company, and I wish that I had a better handle of what they're doing, how they're doing it, how they trained it, stuff like that, so that I can then relay that information on to students or to other groups.
Additionally, in each of the fields, participants expressed a need for more collaboration around teaching and learning strategies. However, since each of the participants have greater knowledge of generative AI, they need more support to continue to grow in how they apply their knowledge and understanding. Professor Bell shared,
I struggle enough to keep up with my own field, much less feeling like I need to learn and try to keep up with a secondary field. So, it's all been, you know, on my own time and out of my own curiosity at this point, because I do recognize how fundamentally important this is. I think having folks with that expertise, be able to help filter and get us the right information is something that I look for.
Having conducted this study at the end of the semester, faculty were beginning to feel burnt out by maintaining an appropriate level of knowledge and experience with technology that is always updating. Thus, as higher education institutions move forward, finding ways to support faculty in their efforts to increase literacy and prepare students for an AI-infused workshop must include conversations among all stakeholders.
Summary 
Findings in this study covered four different themes exploring faculty responses and experiences related to teaching and learning around generative AI. Participants expressed concerns and particular challenges around aligning syllabus policies and working towards building literacy around safe practices for both faculty and students. One interesting finding is that faculty did not spend a lot of time discussing plagiarism issues. Since they encouraged use in the courses and helped guide students in appropriate and ethical use of generative AI tools, they addressed potential misuse as they saw it and moved on or have made plans for next year in how to better educate students around appropriate use. Instead, most faculty expressed frustration with hesitancy from students due to the lack of incorporation in other courses and the threat of academic integrity disputes if they used it. The following chapter will include a discussion of the major findings related to both the literature review and an application of an Ethics of Care (Noddings, 2002) theory for determining how to apply the results of this study.  




CHAPTER FIVE: CONCLUSIONS AND DISCUSSION
Introduction
The purpose of this qualitative exploratory case study was to investigate faculty perceptions and understanding regarding the role of generative AI in education to help address challenges and build resilience in responding to generative artificial intelligence (genAI) in education. This study aimed to show how faculty can continue to build both resilience and confidence to guide students in responsible and effective use by determining clear and caring pedagogical approaches. This chapter includes a discussion of major findings related to the literature review regarding responses to generative AI in higher education and pedagogical approaches to teaching ethical use. Also included is an analysis of results related to pedagogical approaches that align with an Ethics of Care theoretical framework which posits that teachers must create an environment for caring in the classroom that is motivated by a desire to see the other grow and develop as a person and that care is reciprocal. This chapter concludes with a discussion of the study’s limitations, areas for future research, and a final summary.
Research Questions
The following are the four research questions guiding the study:
(R1): How do faculty members perceive and understand the role of generative AI in education, and to what extent are they familiar with its practical applications and limitations?
(R2): What specific challenges, such as collective trauma or burnout, do faculty members raise when contemplating the integration of generative AI tools within their teaching approaches or pedagogy, and how do these concerns vary across different academic disciplines?
(R3): In what ways do faculty members design, adapt, and ethically incorporate generative AI into their course materials to enhance learning outcomes, and what strategies do they employ to ensure responsible and effective usage in caring ways?
(R4): What kinds of university support and/ or collaboration is available to higher education faculty around building literacy of generative AI and to increase resilience?
Key findings from Chapter 4 emerged directly from the study’s research questions into four themes with two subthemes for each. 1) Faculty perceptions related to: genAI as an emerging technology as well as the impact of genAI on the workforce. 2) Challenges to incorporation, regarding a lack of alignment of AI policy and teaching critical thinking alongside use. 3) Pedagogy and ethical integration with: ethics interwoven into course materials and active learning focused on evaluating inputs and outputs. 4) University support and collaboration with related subthemes of faculty-led hangouts and collaboration with colleagues.
Discussion of the Results
Concerns and challenges around teaching and learning strategies related to the ethical incorporation of generative AI into higher education are varied. Pedagogical questions ranged from concern over ways to maintain critical thinking to remaining relevant as an institution as faculty grappled with how to navigate this new digital era to help adequately prepare students for the new demands of an AI-infused world. 
Surprising findings from the study were related to faculty responses to the second research question concerning challenges such as collective trauma or burnout in integrating generative AI into their courses. This study was developed with the assumption that faculty would mention residual impacts of covid related to pivoting pedagogically to yet another major educational shift. However, participants were mostly fatigued by efforts to stay current on each new model update. Also, both instructor Ron and Professor Bell shared that policy misalignment presented challenges to building literacy of generative AI in their courses as students were hesitant to try out the tools due to nervousness about getting in trouble with other professors who forbid use. Instructor Bea and Professor Jay mentioned they could use more time and compensation for developing new curriculum, but not trauma or burnout related to the pandemic. 
Relatedly, the role of university or stakeholder support in helping build resilience as mentioned in the literature review also didn’t play as large a role as expected. Participants mentioned that literacy of generative AI tools was mostly gained by personal research rather than faculty development or trainings. Instructor Ron and Professor Jay gained knowledge of generative AI by watching YouTube videos, listening to podcasts and researching various technologies. Ultimately knowledge and understanding of the capabilities and limitations of generative AI was acquired by using the tools and trying out various uses. As mentioned in Chapter Four, building literacy of generative AI begins with exploring tools followed by guidance on best practices after a general understanding of the technology is built. Because these tools are predictive and produce unique outputs with each new prompt, teachers need to invest the time needed to explore the technology to see what generative AI offers them and their students before using it in their courses or materials. New learning of genAI is being accomplished by teachers on their own time and is not compensated. Thus, findings support the fact that collaboration and training from university stakeholders needs to include ways for faculty to collaborate around practical use cases rather than general offerings.
At the center of this research is how teachers can better care for students to provide support for them in understanding and ethically using generative AI tools and technology. The following section is outlined by subthemes related to how faculty are supporting students in their classrooms and is described in detail in the following sections.  
GenAI as an Emerging Technology & The Impact of genAI on the Workforce
The deeper implications of faculty perceptions related to the role of generative AI in higher education came down to the impact of uncertainty and/or the lack of knowledge. As an emerging technology, that is built on prediction, teachers don’t yet understand generative AI like other tools that are more predictable, which means they can’t fully know how it will function in the classroom, which further complicates how teachers should guide students (Chan, 2023). Additionally, there is uncertainty about how these tools might be used negatively and what the long-term impact will be on humans, whether in education or society, which increases the need for greater research from AIED scholars (Holmes et al., 2022). Therefore, due to the nature of the technology as both generative and based on prediction, the only way for faculty to understand how generative AI tools work is to explore the uses (Mollick, 2024) by asking it questions and giving it instructions and simply experimenting with it. This also means there is not a one size approach to teaching generative AI in higher education. Instead, as teachers learn more about these tools, the less uncertainty will drive avoidance (Holmes et al., 2022). While the participants interviewed in this study had a vast amount of knowledge about generative AI capabilities and limitations, the knowledge wasn’t gained by traditional ways of knowing, but by regularly exploring and using it.
Moreover, students are exploring and using generative AI, but without admitting it (Chan, 2023) and, more importantly, without needed guidance. Professor Bell pointed out that one of the major implications of avoiding use, or hiding it, is the breakdown of communication between teachers and students as well as teachers and their colleagues. He pointed out that if it is not talked about it, then there is no opportunity to move forward together, and keeps appropriate use in a “gray moral area” which then limits how higher education faculty provide input on crucial conversations regarding policy, or policing students with AI detection software. 
Further, without a practical knowledge as well as a deeper understanding of the limitations of this technology, teachers cannot lead students in safe practices that mitigate harm for themselves and others (Noddings, 2002). Meanwhile, as faculty are deciding how to proceed, tech companies are implementing AI into all their platforms from smart phones to virtually all digital products used, not to mention facial recognition technology and the societal impact is not positive (Watkins, 2024; Buolamwini, 2024). Potentially harmful tools are being released into the world around us, without much consideration around the long-term consequences and better advocacy is needed. As a professor of computer science, Dr. Collin has been advocating for teachers in all fields to explore and try out the technology (with appropriate guardrails in place) to help remove barriers between faculty and their students to build better understanding of use cases. The end result in building literacy of generative AI is increased confidence in helping students advocate and lead conversations about how these technologies impact the(ir) future.
The second subtheme related to faculty perception was the impact of generative AI on the workforce, which is connected to building literacy of the capabilities of generative AI tools. Without personal literacy of generative AI, faculty cannot help students encounter generative AI in meaningful and relevant ways to prepare them for future work or help steer conversations in the real world. As acknowledged by Instructor Ron, Professor Collin and Professor Bell, preparing graduates for the workforce requires faculty identify practical use cases alongside the negative to help students learn how the tools might be applied to their field of study especially students in the fields of business, medical or computer sciences. 
Building digital literacy for those joining the workforce may be the best way we can help to increase the good of future AI. However, there is more work to be done in creating good AI for education, as Holmes et. al., (2022), point out that, “in particular, the AIED community needs to debate the value and usefulness of developing an ethical framework and practical guidelines, to inform our ongoing research, and to ensure that the AIED tools that we develop and the approaches that we take are, in the widest sense, ethical by design” (p.522). In the meantime, teachers must begin the work of building literacy of AI technology in their classrooms so they can support students and play a role in shaping the role of AI in society as a whole. 
Professor Jay addressed this issue in sharing how he decided to start exploring tools as he realized he just “had to get over the fear and use the tech”. He said it took him about ten hours to get a good picture of how it worked and then he learned through trial and error. Encountering the challenge of building literacy of generative AI may seem overwhelming, but leading with a growth mindset can help faculty build the needed personal understanding (Dwerk, 2006). Professor Jay admitted that building literacy meant not being afraid of failure, but instead trying out various activities in class and then learning with students through his failures in incorporation and then making needed adjustments. While his approach is more aggressive than other participants, Professor Jay was concerned about how to quickly expose students to innovating technologies they will be encountering as business leaders. 
As demonstrated by each of the participants in the study, a growth mindset was needed as they considered potential uses or impacts of generative AI in their courses. A growth mindset can encourage teachers and students to be aware of their tendencies to respond with fixed mindsets in order to build awareness of potential triggers and develop more true growth mindset practices in the classroom (Dwerk, 2015). Practicing growth in how they encounter generative AI in the classroom can help faculty guide students in developing those same skills for learning. 
As implementation increases, the stakes are getting higher in guiding moral responsibility, as are the feelings about how to respond. Faculty need to consider confronting their feelings concerning emerging technology and generative AI to shift pedagogically to address this new era. The risk is faculties may fail to serve students who will eventually need to make important choices around using this powerful technology. This can begin by utilizing care ethics to begin conversations with one another and students to build resilience to help students gain the skills needed to navigate the digital future. 
Challenges of Lack of Policy Alignment & Teaching Critical Thinking Alongside Use
As mentioned in Chapters One and Two, some universities and teachers have responded by banning use to generative AI in the classroom (Ibrahim et al., 2023) and/or resorting to using inaccurate AI detection tools (Rudolf et al., 2023). One specific challenge discussed in the findings by several participants was the impact of a lack of policy alignment from other faculty. Policies that restrict use without clear conversations explaining appropriate use consequently impact how students interact with generative AI technology. Faculty responses have translated to how students view the technology in the classroom, resulting in limited use, which challenges how students learn to critically think about the tools related to both positive and negative use cases. As Professor Collin pointed out in how his students identified harmful tweets to mitigate offense on Twitter (X), or in how Professor Jay helped students think about the reliability of chatbots in the medical field by having them have conversations about physician-assisted euthanasia, if students do not have proper guidance as they explore the technology, they cannot build knowledge of both the capabilities alongside the limitations. 
In fact, the benefits of generative AI tools are growing as systems are trained on more data and increase in capability. Some of the benefits for students shared by Professor Jay from his classes included flashcards and chatbot tutors and the ability to learn new skills such as basic coding or guitar. Professor Collins’ example of how to rewrite offense tweets illustrates ways computer scientists can help address issues in the training to mitigate bias while still allowing users to communicate opinions. Additionally, literature findings suggest feedback from conversations with chatbots have increased student engagement and collaboration as well as with Intelligent Tutoring Systems (Derby et al., 2023; Gillani et al., 2023; Malinka et al., 2023). 
The implications of these findings are that teachers need more exposure to how the technology works beneficially rather than just negatively. Professor Collin suggested providing training for faculty that included opportunities to create similar assignments as students to see how students might use the technology and how powerful and useful it can be. He also added that a few years ago it might have been possible for faculty to ignore AI, but not anymore. As use cases increase and genAI is more widely accessible, as well as widespread implementation grows to industries across the globe, faculty must find ways to respond pedagogically as well as personally. 
Pedagogical Approaches to Ethics of GenAI & Employing Active Learning 
The subthemes related to developing ethical pedagogical approaches first in how faculty interwove ethics into course materials.  For instance, both Professor Bell and Professor Collin had clear ethical frameworks for their courses which could be easily applied to how they expected students to interact with generative AI tools. In the medical field, patient privacy is paramount so reinforcing the ethical standards of medical practice served to help students understand what kind of data should not be entered into open-source technology. Further, since medical providers need to determine validity of sources, they need to see how the outputs were trained. Since the training data of generative AI tools cannot be seen or scrutinized, students are taught to proceed cautiously in how they utilize genAI tools for patient care. The ethical framework that guides nursing students can be used to develop safe practices as students learn about the tools and begin thinking about appropriate uses for their fields. 
The second subtheme that emerged from the data related to teaching ethical use was to employ active learning. Several participants shared examples of hands-on activities from their classes designed for students to evaluate how the tools function and build understanding around how to use genAI tools safely. These findings align with Zawacki-Richter et al., (2019) suggestion that teachers utilize engagement pedagogy to foster interactions between teachers and students, empower students and create safe learning environments. Further, pedagogical approaches that include active learning allow students to learn to explore uses without the worry of punitive actions. Building class activities where students can interact with technologies that are connected to course frameworks and outcomes lowers barriers to allow for building skills they can use outside the classroom. Ethical use starts with educating students about how the technology functions and is trained. Making students aware of the inaccuracy inherent in the outputs and the expertise needed in examining the outputs, as well as bias and data collection issues is paramount in beginning conversations about ethical use. 
Assessment practices also need to align with the level of generative AI use in the course. In lower division courses faculty need to design assessments that are scaffolded to measure student learning of core principles. The tendency for students to over rely on generative AI technology to accomplish fundamental learning tasks can become a risk. As professor Collin pointed out about his courses, teachers must consider ways to accurately measure learning by including low stakes assignments and check-ins to ensure students are still learning core knowledge in their courses. Assessment will look different depending on the level of the course and the amount of generative AI that is allowed in each section. Designing proper assessment was a difficult area for each faculty member as generative AI tools are capable of many tasks and can easily be used to outsource assignments. The challenge for teachers is to design appropriate and comprehensive assessment practices according to the level of use in each course to both maintain and adequately measure learning so students can still obtain appropriate knowledge in courses while using generative AI.
Another important note from the focus group was regarding instruction around teaching generative AI as just another tool. Because this technology is so unique and unexplored, learning comes by doing. However, since it doesn’t function like other tools we understand or act in predictable ways, it is important for teachers to properly frame the technology so that students can avoid misusing it. One common misconception is that generative AI tools are the same as Google search. Professor Jay shared he uses analogies like Star Wars droid C-3P0 to help students conceptualize how it both works and how to interact with it. Being smart but wildly incorrect like C-3PO, students can anticipate that the chatbots will not always produce accurate outputs and so they will need to ensure accuracy with each use. Therefore, as students develop literacy of tools by exploring generative AI tools under the guidance and supervision of the teacher provides a safe place to think through ethical implications and potential ethical scenarios or dilemmas as well as increase literacy around innovative uses. 
Participants provided examples of how they created opportunities in their upper-division courses to examine and evaluate outputs as part of their pedagogical practice followed by dialogue. One important finding to highlight was that because it is important to examine all outputs, participants only implemented generative AI in classes where student knowledge and expertise was higher because they had gained enough disciplinary knowledge to determine if chatbots had produced accurate results. Whereas in lower division courses where students are not experts in their fields yet, implementation was far less and more focused on conversations regarding implications and impacts. Ultimately, if the aim of higher education is to help prepare students to learn how to use technology ethically for the good of society (Chan, 2023) then faculty need to assess ways to create assignments which allow students to encounter technology whether by active learning or ethical scenarios or dilemmas to help explicitly train them in safe practices. 
University Support and Collaboration for Resilience
A key takeaway from this study is that faculty need more meaningful support from university stakeholders such as deans, provosts and institutional leaders, as well as those in the community to build resilience for guiding students. Participants expressed the value of connection with one another at the university level as well as access to experts in their respective fields who can help them think through ways their students can benefit or better understand these tools. However, more work needs to be done in building access to positive use cases and more discipline-specific resources. 
Since there is still so much uncertainty around the topic of generative AI in education, faculty need to build bridges with one another and stakeholders. To return to the point of discussing the need for faculty to begin building personal literacy of generative AI technologies, stakeholder support can only help so much. Faculty who are resistant to incorporating generative AI into their courses are likely not going to utilize university resources unless barriers are addressed and without exploring the tools, they can’t determine how students might use it or apply it in their courses. However, it may help to provide department level events focused on showcasing how faculty are using or thinking about implementing different generative AI tools into their course materials. This may help increase safety as well as relevance and provide a better way to begin conversations among colleagues. Focusing on finding ways to connect people who are teaching similar content and can join together to try out new ideas may decrease resistance and help lower barriers to building literacy. 
The level of support needed for participants who are actively incorporating generative AI into their courses was another topic. Responses to how faculty are accessing support were friends, colleagues and their exploration of generative AI tools, not the university. Instead, they were busy guiding the community and various parts of the college.  Professor Jay stated that ideally more time and money to revise his courses would be helpful, but that it wasn’t realistic. However, as mentioned in the literature review, issues related to workload and responsibility (Boon, 2021) become barriers to developing pedagogy to better support for students across the university. 
Since faculty members hold differing levels of knowledge and understanding it is difficult to build a greater depth of knowledge from general university offerings. As the new semester begins, new needs will arise as new knowledge is gained or as more scenarios play out in various classrooms across campus which will add new challenges to how to effectively address these needs. Findings suggest that collaboration among faculty who are using generative AI technology has been the most helpful in building resilience, but more targeted support is needed.
Theoretical Framework
An Ethics of Care framework was chosen for this study to provide a practical way for faculty to support students that centers on the value and importance of the other to help support students in making moral decisions around generative AI. According to Noddings (2002), care can take many forms, such as being concerned about another’s well-being or feeling a burden of care and even caring about someone so deeply that you want to spend a lot of time with them. Genuine care for others is meant to be not only felt but seen, where the teacher is attentive to the needs and concerns of the student. This can be illustrated in how participants approached students about suspected misuse. First, outlining expectations in syllabus policies and then offering one on one conversations about potential academic integrity in place of accursing students outright, participants led conversations with a spirit of curiosity and concern. Faculty sought to discuss instances with students as an opportunity to mentor students about appropriate use to help educate on the risks of using technology to accomplish the learning. Often the end result was students admitting misuse and appropriate actions being taken, the relationship between the teacher and the student was strengthened and maintained. Thus, rather than merely expecting particular virtues, care should be motivated by a desire to help the other grow and develop as a person. 
Care theorists “concentrate on establishing the conditions most likely to support moral life” and believe that school should be a place “where it is both possible and attractive to be good” (Noddings, 2002, p. 9). However, what is also important for care theorists is to recognize “the potential for evil lies within each of us. If we are treated bad enough, we will betray our own ethical ideals, and even those we love” (p. 9). Thus, recognizing the ethical independence of others is also key. As a response to traditional character education typically utilized in schools for developing morals in students focuses on developing good virtues, whereas Noddings’ version of care ethics doesn’t focus on making students virtuous, as individuals cannot be perfectly good, teachers can instead provide an environment for developing morals. In the context of a new digital era, as students are faced with temptations to outsource work to generative AI or over rely on tools, teachers and students will encounter problems and conflict along the way, thus faculty will need to work to maintain and foster an environment in which a moral life can flourish. Students may not make the best decisions in using generative AI, however providing clear guidance and accountability as they learn to use it appropriately in academia will foster connection and support in navigating ethical use. Thus, applying the four components of care theory 1) modeling 2) dialogue 3) practice 4) confirmation as illustrated in figure 1 (as also mentioned in Chapter One), will provide a framework for educators to help students navigate the moral decisions associated with generative AI.
Figure 1
Four Components of Care Theory
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Discussion of the Results in Relation to the Theoretical Framework
To best apply an Ethics of Care framework, the following section is organized by each research question followed by each of the four components in the process of showing care: modeling, dialogue, practice and confirmation to illustrate how educators might consider supporting students in caring ways.
(R1): How do faculty members perceive and understand the role of generative AI in education, and to what extent are they familiar with its practical applications and limitations?
Modeling
Participants in this study perceived the role of generative AI as a major disruptor as well as a technology students can use for a variety of tasks, including their homework, which challenges faculty to model more equitable and clear assessment practices as well as caring relations. This translates to clearly outlining expectations related to the kind of generative AI tools used in classes then clearly communicating whether genAI is ok to use without limit, or if some use is ok, or if no genAI tech should not be used on certain assignments. For example, allowing students to use AI tools like Grammarly to edit writing. Or, if tools should be avoided, such as in an introductory coding course where students need to develop the ability to write codes and identify mistakes instead of relying on generative AI to accomplish the task for them. In this case, Professor Collin pointed out that assessing his students on their ability to code without the help of technology required that he carefully design assessments that require they demonstrate their coding skills first before moving on to the next portion of the course. Because generative AI can easily be used to perform introductory level coding, he needed to build his course in a way that maintained foundational learning skills without policing students. 
As for guiding appropriate use, one approach used by Professor Bell and Instructor Ron was by requiring screenshots or explanations of how students used generative AI for specific assignments. This helped increase transparency about the ways students utilize generative AI on assignments to help teachers address appropriate uses to help students know which uses are acceptable and identify potential misuse. In fact, instructor Ron said often he disagreed with students in what they believed constituted misuse, which further increased conversations around appropriate use in his course. However, he did note that he thinks many students are confused and afraid about how to use genAI tools because so many of their other teachers do not allow it. 
As policies differ across disciplines and from teacher to teacher, students are unclear about how to navigate appropriate use and academic integrity. Thus, modeling means developing clear and comprehensive course policies alongside best practices in training students to understand the limitations that can mitigate academic integrity concerns. Building transparency and open communication about expectations and best use cases will help students utilize avoid misuse to move towards innovation in learning. 
Additionally, due to high levels of implementation into various industries and platforms, educators need to carefully inspect the tools they use in the classroom, ie: how are the platforms collecting data and are they compliant with existing AI regulations? Instructor Ron shared he is designing a custom GPT to aid in grading student papers by training the genAI tool with examples of his own grading, the assignment rubric and by giving it different student papers (with their permission). The use of a safe and custom GPT that has a closed data system allows him to save time in grading as well as provide helpful and useful feedback to students quicker. Instructor Ron illustrates the importance of how teachers with the right skills and knowledge can model safe practices of student data while also asking their consent in inputting any of their private data into generative AI technologies. Instructor Ron is still in the process of building this system, but he shared the few results he has seen so far are promising. Modeling careful data privacy practices by faculty can also help students consider how they might better handle their own data to build awareness of data collection and privacy when interacting with these tools. 
Informed choices have an impact on the future of generative AI policy and safe use and is something that needs to be addressed as students utilize these tools. Thus, modeling means illustrating critical evaluation of technology-- regardless of whether it is marketed as practical and appropriate for students-- to help maintain foundational learning. Teaching students to appropriately use generative AI tools should be our chief concern in each of our disciplines and for each level of course as tools can save precious time and allow them to become better students by accessing various positive uses. But, before doing anything with generative AI technology, faculty need to model careful evaluation and ethical use first by providing and discussing clear ethical guardrails to guide all interactions with genAI. This begins with building literacy of generative AI tools as well as data collection policies and safe platforms then in using the technology appropriately to assist in learning, such as idea generation, not to accomplish the learning for them, or to apply the outputs in ways that harm others.  Other concerns related to algorithmic bias and inaccuracies need to be carefully addressed. However, the crux is, knowledge of both the limitations (or potential harmful uses) and capabilities can only be gained by using the tools—a lot. Therefore, faculty must begin building literacy of generative AI to practically model care in guiding student use as generative AI is both a technology that produces inaccurate outputs and is widely versatile and powerful enough to complete complex tasks, with proper oversight and careful prompting. 
Professor Bell observed that the current culture of uncertainty related to misuse has overshadowed the need to build safe practices for students. Faculty need to carefully consider how to open lines of communication around how to talk about and safely use these tools. Professor Bell pointed out the importance of being a safe and knowledgeable person for students to approach with questions and concerns rather than reactive or punitive in his responses. He shared that he encourages and then rewards near misses which helps to increase safety for all, especially in the medical field. If students know they can share mistakes before they grow into major problems, they can learn to do the same as healthcare workers to mitigate harm. 
As shared by instructor Bea, helping students at the 100 level build a healthy skepticism about technology that claims to save them time should be examined to bring light to the opportunity costs. Modeling skepticism and critical evaluation of genAI tools means helping students ask questions such as what is being overlooked when students are tempted to outsource the learning they are asking generative AI to accomplish for them. The context around generative AI requires that faculty take a step back to determine how to model practical care in their classrooms for students. For participants with upper-division courses, building in class time to explore the technology whether theoretically or practically, helped students build knowledge and literacy together of how the tools work to help them facilitate conversations around generative AI. For Professor Bell this also meant clear communication around plagiarism concerns, educating students on the basics of how the technology works “under the hood” ethical use, and by listening to student questions and concerns and taking them seriously. 
Accomplishing these tasks require teachers to develop and utilize a growth mindset in building proper understanding and in utilizing collaboration in guiding students across various disciplines. Modeling genuine care by helping students consider the immediate risks like protecting student data and addressing harmful uses so they are properly armed with safe practices will communicate support. Building a safe learning environment will lay the groundwork for relationship building and trust to displace the uncertainty and discomfort of responding to generative AI and guide students in making moral decisions around generative AI. 
Dialogue
As far as discussing the role of generative AI in education alongside practical uses and limitations, dialogue is key. Noddings (2002) notes that moral responsibility can be built by having “immortal conversations” that engage in real questions with students related to real education such as, where do I stand in the world? What has my life amounted to? or what might I become? Even, what is the meaning of life? Is there a God? She argues that an ethics of care framework helps educators use conversation as part of dialogue in helping students build moral responsibility and utilize dialogue as a means of moral growth,
Too often today teachers are afraid to go behind the textbook, never mind the “foreground of existence” and we at universities do not help much with our example. We, too, are hemmed into narrow specialties, afraid of trespassing on the territories of others, and so our conversations are truncated and compartmentalized. We are embarrassed to discuss even academic ethics with our students, fearing perhaps that they will think us stuffy or old-fashioned or that they will protest at the time taken from “real” subject matter—the material they have paid us to profess (Noddings, 2002, p. 125) 
Asking hard questions that wrestle with ideas and beliefs that ignite deep feelings requires a safe environment, which takes a brave and caring teacher to both develop and accomplish. If we want to build moral responsibility with our students around practical uses and limitations, we need to be willing to hear their answers to our questions and we need to be willing to ask hard questions. 
In terms of generative AI specific conversations, we can begin by asking them about harmful uses they have encountered or where they see these tools being used to promote bias. We can also either find use cases or ask about the ways their friends or family been negatively impacted by the use of deep fakes or even social media to begin dialogue around ways to mitigate the harm inherent in digital tools as we move forward as a community of learners. At this point in early adoption, it is important to utilize and discuss real ethical dilemmas and scenarios to help build skills like vetting sources with lateral reading techniques and fact checking information in an age where truth is questioned at each turn as people are being inundated by various messages that perpetuate fear and division. 
An additional way to build awareness around mitigating harm is to consider the role of cognitive bias in how we are wired as humans as well as in training data systems help students better recognize the presence of bias so they can spot it in the outputs. As mentioned, Professor Collin has his computer science students dialogue around the role of personal bias in how they train LLM’s so they have an awareness of their own preferences to put in safeguards. 
Dialogue can also be used to discuss the reasoning and pedagogical design such as why are we learning this? And why does this assignment matter? to help address feelings of boredom and disengagement, as well as the temptation to outsource information. Assessment practices should also be a topic of conversation and reflection with students to provide a way for honest feedback on how they are being asked to demonstrate knowledge to develop more meaningful assessments that generative AI cannot easily accomplish. 
In applying dialogue to generative AI in the classroom, several of the participants shared how they created class activities around dialogue as a means of exploring implications of generative AI tools. Instructor Ron said he points out which companies are employing ethical practices such as using images from creative commons rather than uncopyrighted materials to illustrate ethical decision making in business. As several participants agreed, Generative AI is a major disruptor of education and challenges notions of property rights, information literacy, as well as truth. 
Further, dialogue can be used to explore how large language models (LLM’s) are trained on large corpuses of data that is neither transparent nor is it explainable and how genAI tools are often filled with bias and inaccuracies. If students don’t know to question these tools, they use them in unethical ways that further perpetuate harm. This is where faculty can employ dialogue as a means of building assignments that bring awareness of the real implications of technology on the world and the role of the human in contributing or mitigating moral consequences. 
A few of the participants also shared concerns about how higher education is struggling to remain relevant in a new digital age, as institutions are outdated and slow to adopt current technologies to consider ways to better address the digital future (Warner, 2024). Additionally, student engagement is suffering while big tech promises to slash homework time and effort so they can use that time on more important things (Watkins, 2024a). Students know genAI can do their homework for them, so why should they need to learn these basic skills? These are real concerns that faculty need to address more directly with beginning honest conversations. 
Dialogue presents the opportunity to break down barriers in learning and in communication by better positioning faculty to learn from their students and build partnerships around how we all might shape the role of genAI positively in education as well as the world. Dialogue can also open conversations for faculty development of generative AI to address the uncertainty and hesitation they feel in deciding how to respond to generative AI. 
It is important that faculty utilize dialogue as a means of collaborating with one another and with students as thought-partners with the intent to learn from how students think about and apply generative AI in meaningful ways. Teachers are presented with the opportunity to address their own discomfort and to speak up to build connection and deeper relationships with students around these big questions. They must “muster the courage” (Noddings, 2002) to discuss the questions that help build moral character and address the implications of generative AI for society to honor the role of the human in this new digital era. 
Practice
Allowing students to play a role in how they utilize generative AI for good is a good place to begin practicing. Providing opportunities for students to practice using various generative AI tools that help them build critical thinking by considering what’s missing and what’s different in the outputs will help them build the skills and understanding around how they can advocate for safe and ethical practices.  The example of the computer science students using generative AI to rewrite offensive tweets illustrates how students can be empowered to advocate for others and promote good uses of genAI tools together. While not all faculty will approach this task the same, finding ways for students to examine the capabilities and consider how they might care for others more can shape how they view their role in using new technology. Using class time for students to practice using generative AI tools alongside peers and the teacher will help build community and collaboration around building best practices and determining best use cases. 
Confirmation
Confirmation, as confirming the best in another, is an important component in the context of using generative AI in education and properly understanding the limitations, as the temptation to misuse it or over rely on it is a difficult challenge to address in the classroom. However, students are not yet properly educated on how to use these tools or aware of the potential implications. It is also important to consider pressures and constraints students operate under and how their lack of understanding leads them to use tools in ways that undercut learning. 
Professor Bell suggested leading with curiosity when encountering questions of misuse, as it is important that students be allowed to admit when they’ve used genAI and then be carefully corrected, rather than be severely punished. However, teachers also need to properly train students to be responsible for the outputs they generate and what they do with them. If students use generative AI to complete assignments rather than their own brain, there should be honest and clear conversations around those choices as well as appropriate consequences. When faculty resort to policing students, they don’t demonstrate care, as healthy caring relationships also include accountability. Faculty need support to rethink assessment practices that are fair and appropriate. Addressing problems in a way that maintains relationship and restores health to the relationship while also promoting truth is primary in caring for students, as students can feel insulted when called out which can do more harm than good. Punitive practices don’t promote relationship building in a context where there are no established policies. While it is appropriate to take steps to address clear academic integrity issues, going on a witch-hunt is not. Therefore, establishing and reinforcing care by confirming choices which highlight the good choices they should work towards will help correct them in a way that doesn’t damage the relationship.  Confirmation can serve teachers in better preparing students in making moral choices for adulthood and in the workforce for the good of society.
(R2): What specific challenges, such as collective trauma or burnout, do faculty members raise when contemplating the integration of generative AI tools within their teaching approaches or pedagogy, and how do these concerns vary across different academic disciplines?
Modeling 
Considering the bigger picture of higher education concerning the Great Resignation and the long-term impacts of the pandemic as well as the ensuing enrollment cliff, which is projected to impact HEI in the next year or two, there are various factors at play in what challenges teachers outside this study are encountering as they think about integration of generative AI into their courses or pedagogy. However, findings suggest that the actual challenges for the participants in the study were more related to genAI policy misalignment with fellow faculty restricting use and how to mitigate the fear and resistance related to academic integrity. 
Modeling in this regard is a little tougher as faculty who are incorporating genAI into their courses are working together to build in ethical use while the others are not interested in conversing over how to implement emerging technologies into their courses or pedagogy. Modeling for fellow faculty in this case could take place in the context of smaller interactions such as faculty-led hangouts and in faculty development opportunities within departments among teachers where examples of positive use could be shared. 
Focusing on relationship building and trust is paramount in how faculty interact with colleagues relating to or training students. Helpful support for most of the participants in this study were faculty-led hangouts where faculty met twice a month to informally talk about issues around generative AI. Concerns related to data privacy or cyber security or recent articles around the social impacts of computing helped provide a community to think through the various risks and uses of generative AI in higher education. Opportunities provided community for faculty to meet and talk about pedagogy and practice and was a helpful resource for teachers who were making decisions about emerging technology. Modeling care by listening and responding as members shared concerns and insights was helpful for participants to think about implementation for their own courses. 
As for how challenges differ across disciplines, it is paramount that each discipline determine best uses for their fields and build support and community around development of strategies, materials and assessment depending on the level of the course and expertise of the students. However, collaborating across disciplines, as Professor Jay noted, provides different perspectives to how Generative AI can be used for any field like using writing as a way of thinking through ideas. Common threads can be found in larger issues depending on the field, discipline, or use. Thus, collaboration provides the needed modeling and support in how to adapt and address the role of generative AI for educators for their own pedagogy.    
Dialogue
Participants noted that dialogue between faculty who are resistant and those who are interested in implementation was not happening as much as expected at the time of the study. According to participants, conversations often involved needing to explain that generative AI is not the same as Google search or that using AI detection software was not a reliable way to detect AI use. 
In terms of collaboration or training within departments across campus among faculty, dialogue is not yet occurring. Instead, dialogue is taking place in the form of panels and workshops and within committees organized by university leadership. While dialogue is happening with those who are on the same page, conversations are not being shared with those who are uncertain of implementation. Perhaps as those who are resisting incorporation see the unavoidable impact on higher education and teaching practices and encounter more issues or even witness the good uses, dialogue might come. However, at the time of this study, faculty are not united around clear pedagogical approaches within various disciples, or even their own. 
As for students who are uncomfortable with exploring tools due to policy misalignment in other courses or due to the technology, Professor Bell explained that he starts with explaining university policy to let students know they have been given access to Google Gemini by the university and that they are allowed to use the tools, but even more that in their profession they will encounter the technology and exploring the limitations to be informed was an essential part of preparing for the medical field. 
An important point to note in guiding students is that allowing students to opt out is also an option for students who are uncomfortable using the technology. Allowing opt outs is part of modeling care and respect. Instructor Ron mentioned giving students opportunities to work in groups with peers to observe how the technology works and creating class activities that included dialogue about use allowed everyone to learn without feeling forced. Making pedagogical choices that honor student autonomy in the classroom builds a caring environment. Finally, Professor Bell noted that next semester he was going to make a concerted effort to work on open communication so that students could be freer to discuss their concerns and challenges. 
Practice
Challenges around teaching critical thinking and evaluation of tools as well as policy alignment were the two main topics related to challenges with implementation. As more faculty find strategies, collaboration around how to approach these issues will be the most beneficial.  Connecting to appropriate ethical frameworks per discipline, such as those mentioned in Computer Science and Nursing for developing best practices will help students critically evaluate the gaps in tools for determining use cases. In the meantime, continuing to develop literacy of genAI tools and practice safe use with students related to data collection, bias and inaccuracies, and the need for expertise over the topic or subject will help them understand how to evaluate the outputs as they use them. As mentioned by Instructor Ron, practice asking why after receiving an answer from genAI and as Professor Jay noted, asking what’s wrong or what’s missing will help provide a structure for interrogating outputs and avoiding unintended implications. 
Confirmation
In terms of challenges of alignment and critical thinking, confirmation is a delicate balance. As mentioned, it is tough to force colleagues to implement technology without the hype that comes along with new emerging tech like generative AI, but with added feelings of fear and uncertainty, it is important to find ways to speak truthfully and share ways faculty can better respond to students, namely in using grading and assessment. Confirming good interactions and then providing education on harmful practices like using AI detection tools or outsourcing sensitive data to genAI tools for grading and assessment is where both faculty and institutions need to care more deeply for humans and not hold a double-standard. Both Instructor Ron and Professor Collins mentioned more education is needed for faculty on avoiding the use of AI detection software. As teachers forbit use in courses and rely on inaccurate tools to detect plagiarism, students are being impacted. As conversations take place, it is important that faculty educate others to help better support students and encourage safer practices in handling uncertainty. 
(R3): In what ways do faculty members design, adapt, and ethically incorporate generative AI into their course materials to enhance learning outcomes, and what strategies do they employ to ensure responsible and effective usage in caring ways?
Modeling
The two subthemes that emerged from the data related to this research question was to connect the use of generative AI tools to established ethical frameworks for each course by intertwining ethics into course materials. Participants noted that since there is not an established universal ethical framework for teachers to use, designing activities and assignments that help students recognize the limits of the technology in either training or capabilities as well as for the specific use case will help them understand how to employ genAI in their disciplines. With his upper division nursing students, Professor Bell begins with the basics of how the technology is trained and how it works then uses that information to help students build an understanding of how to anticipate what appropriate use looks like. Next, Professor Bell uses core ethical values from the field of nursing like protecting patient privacy and patient advocacy as well as transparency to guide students in the potential harms of sharing personal info or in trusting outputs that can be accurate and are not transparent. 
Modeling the technology was not how faculty approached teaching students about the tools. One important finding to note about intertwining ethical use with course materials is the difference in pedagogical approaches at the lower level verses the upper level. As mentioned by instructor Bea, since students need expertise in the topic for evaluating the accuracy of the outputs, active learning may not be appropriate at the lower level. Instead, modelling is closer to dialogue or conversations around harmful uses or ethical scenarios or basic literacy of the tools for students who have not yet gained foundational knowledge in the course. If students use the tools without a strong grasp of the topic like introductory coding or first year writing, they risk gaining foundational skills needed to build on as they move through the curriculum.  
Modeling ways generative AI might be used in general or in various ethical scenarios like the implications of deep fakes on individuals or harms student have seen will help address ethical use of the tools for when they have a stronger grasp of the course material. Instructor Ron uses positive and negative use cases alongside one another to help students see how the technology can be used positively such as creating AI generated video of a comedy routine alongside a negative use. He also shared how he showed students how he used voice cloning technology in slides for a lecture. Modeling positive use cases with technology that has been used destructively helps students learn there are choices behind how to use the technology that are not always harmful. 
Dialogue
In upper division courses dialogue around ethical issues should be conducted in the classroom alongside active learning to build understanding of the ethical implications of generative AI. Connecting dialogue to established ethical frameworks for each discipline will help guide appropriate use for each course. This requires trial and error by teachers, but many resources are being developed by practitioners for teachers to utilize as they think about class activities that correspond with course outcomes and ethical use. Additionally, teaching the basics of how the technology is pre train and functions provides an understanding of the need for evaluation over each output. Since students need a level of expertise to correctly examine the outputs for inaccuracies, active learning should take place at the upper division level. For instance, as Professor Jay has students compare how chatbots summarize articles to how authors wrote original articles help them see rhetorical choice and editing as employed by humans rather than genAI. Activities like these help students discuss findings by pointing out issues in the outputs and training helps students build a critical eye for how to utilize the tools. 
Dialogue as a pedagogical practice can help all the people in the room learn about how to ethically and effectively use generative AI. One experience shared by Professor Jay helps illustrate the value of dialogue alongside active learning. While ethical use is best started by pointing out how to properly use the tools and build an understanding of the limitation, pure exploration without careful evaluation or expertise can end up leading students down the wrong road and away from course or assignment outcomes. Professor Jay shared an example of a class activity using chatbots with prompts he designed already included in the activity. Assuming students would prompt the chatbots similarly to how he would, he soon learned this was not true. Once students started redesigning and engineering the prompts, the lesson no longer followed the outcomes he’d designed it for. While he assumed his upper division students would know how to properly prompt the models to achieve the assignment outcomes, he found that designing activities with preloaded or predesigned prompts meant they changed as others interacted with the tool. 
Although this activity was intended to achieve a different result, Professor Jay learned he had to revise his approach to include specific training of the basics of prompting as well as how to properly and ethically use the tools. While Professor Jay approaches generative AI more practically that is motivated by teaching students how to utilize the tools for the workforce, he realized students need to slow down and discuss how they are using the tools and what they are finding. Thus, discussing and seeing their interactions with the tools in class together required he revise his approach to point out the problems so students could see them in real time. As they dialogued together in class, he found himself saying “20% of the time, these bots are gonna be wrong.” 
Observing his students interact with the tools and dialoguing with them in class together as they interacted with the chatbots taught Professor Jay to focus on building clear ethical use in subsequent classes, before allowing students to prompt the chatbots. Also, as a result of seeing how students could go off off course, Professor Jay determined he needed to develop class activities that teach students how to properly prompt the chatbots rather than the teacher doing all the thinking for the students. 
As he dialogued with his students during this activity, Professor Jay also recognized the need to teach his students to be critical of the technology and to design activities which including dialogue about the outputs. Professor Jay now knows to point out the tendency for error inherent in genAI tools and is sure to cover the elements of prompting chatbots as part of training students. Like the example of using chatbots to assess the role of the human in writing articles, Professor Jay employs active learning alongside dialogue to better guide students in effectively using the technology. Practicing how to use genAI tools in class involves careful dialogue to help students stay in control of the technology and to learn how to properly guide the results. 
Practice
Practicing ethical use as part of instruction on building literacy of generative AI tools is essential for students to begin mitigating harm. As referenced in the flowchart in Chapter Four, helping students determine when it is safe to use generative AI is foundational in also teaching them how to take responsibility for all outputs they generate. Since expertise over the topics is important for utilizing these tools, participants who taught upper division courses emphasized the importance of students actively exploring the tools to build literacy, with the caveat that faculty are there to provide input and guidance as students begin exploring. This includes guiding students in best practices such as looking for inaccuracies, bias and correctly prompting the tools. 
For Professor Bell this meant having students practice dialoguing with chatbots around
ethical scenarios such as physician-assisted euthanasia to see what responses they would receive in the outputs and how the technology communicated around sensitive topics. Similar to how Professor Collin’s students evaluated the role of cognitive bias in their thinking and in how bias was evident in pre-training models, both allow students to practice examining what ethical use looks like within the discipline. 
Providing opportunities for students to gain knowledge and develop critical thinking around the tools helped align pedagogical practices to each field while building knowledge of ethical use cases. While faculty can show students how they use it, due to the way the technology functions, students need practice interacting and prompting the tools to understand how they work. Findings related to hands on practice can help students develop literacy of ethical and appropriate use in their fields. As illustrated in the example of Professor Jay as well as Professor Bell and Professor Collin, when students can practice looking for issues inherent in the tools while in class together, they will be better prepared to anticipate inaccuracies so they can validate and verify info. Without practice verifying outputs and being made aware of the role of bias, students may fall into over reliance or over trusting the tech. Faculty need utilize ethical frameworks which correspond with their discipline, or scenarios or dilemmas that illustrate issues stemming from generative AI. Like in the field of Nursing, requiring students to consider patient privacy practices and determine the validity of outputs can instruct them in developing the skill of evaluation to determine the reliability of information and avoid trusting outputs. 
Confirmation
The role of confirmation alongside building knowledge and strategies for ethical use encourages students to consider the implications of their choices, as technology is not neutral. Confirmation also encourages students to be truthful to themselves and others in attaining and building foundational learning rather than outsource the work that builds the skills they need to use in their disciplines. Using transparency as a means of building trust around generative AI use can help both faculty and students better understand how these tools can be used in education for good. The same can be said for faculty in implementing generative AI into their pedagogical practices. As faculty begin collaborating more around ethical use, protecting student data and modeling careful use should be the primary goal of any teacher who chooses to use this technology with or for students. 
While genAI technology can do a lot of work for us, the tradeoff may not be worth it. It is essential that faculty explicitly design syllabus and courses to clearly outline expectations for students to understand why tools might be prohibited in one area but allowed in another, such as class assignments versus assessment. Faculty should also consider ways to implement tools based on the level of expertise and knowledge as well as according to the course outcomes—which builds transparency and explainability. As mentioned by Professor Collin in designing assessment for introductory computer science students, sometimes using genAI on assignments is not allowed until students achieve a certain mastery. That may mean low tech use or no tech use, but outlining the pedagogical reasoning for students will help confirm better choices for them when tempted to use generative AI to complete assignments. 
(R4): What kinds of university support and/ or collaboration is available to higher education faculty around building literacy of generative AI and to increase resilience?
Modeling
Participant responses resulted in two subthemes related to how faulty built resilience for building literacy of generative AI technologies. The first subtheme was the role of faculty hangouts and the second was collaboration with colleagues and industry professionals. Although the literature review suggested stakeholders work together to build ethical use guidelines, findings from data analysis showed that resilience was not being built from collaboration with university stakeholders but from colleagues and friends. For instance, Professor Bell mentioned although he knew of different committees on campus working to address policy or observe department implementation, this work did not impact his day-to-day teaching practices. Instead, Professor Bell gained support from colleagues, faculty hangouts, and collaboration with those who were wrestling with the same issues of addressing generative AI in their courses. Literacy and resilience were built by personal exploration of tools the tools, research and collaboration with colleagues. In terms of modeling care, faculty have had to try out strategies and approaches on their own rather than from trainings or information provided by university stakeholders. Several faculty panels have provided insights from a few teachers on campus sharing experiences to model how they are approaching use either personably in their research or in their classes, but numbers are small. 
Modeling is taking place by faculty stepping up to help educate colleagues and community members on building literacy and strategies for ethical use. Professor Collin educates teachers in the community as well as on campus about the capabilities and limitations of LLM’s and generative AI technology as a whole. Professor Bell also recently conducted a panel with his students highlighting how students are thinking about genAI tools related to the medical field and education. Panels and informal talks showcasing the ways faculty are connecting genAI assignments to discipline specific ethical frameworks empowers faculty to envision how they too might implement technology safely in their curriculum so that assignments can be aligned with course outcomes. Instructor Bea has offered workshops to staff and faculty to build literacy of the various tools and uses as well as general ethical guardrails. Professor Jay has been on several panels and shared his research on how he has used generative AI technology in his research and teaching practices. Finally, Professor Joy recently wrote an article on genAI in her discipline. 
In the absence of direct institutional support, teachers model resilience by sharing strategies and approaches to the various issues in building literacy. Opportunities like these allow faculty to discuss concerns and the collaborate to build knowledge and community. As an institution it is important to model good use cases to help build knowledge around how genAI tools can be used by faculty but also to build resilience. More research is needed to determine how to best support faculty in responding to genAI in higher education, but the work being done now offers practical resources for those who are interested. Providing different ways of implementing or using genAI tech for faculty ultimately helps students receive the training they need for their own lives. 
Dialogue
Dialogue and collaboration are happening between faculty who are working to educate others on genAI as well as at the state level. University leaders who are considering policies and can design faculty development opportunities or provide needed funding can also help provide more practical support as faculty move forward. For instance, one college on campus provides incentivized trainings and calls for proposals inviting faculty to design materials for building literacy genAI on campus creating opportunities for dialogue around pedagogical practices within departments or schools. These opportunities invite teachers to build practical use and build resilience for others on the ground floor. However, participants did not offer information or insights on dialoguing with university stakeholders outside of helping to create more access and resources from their own experience. 
Moving forward, more research is needed to determine how to build resilience in higher education. However, increasing opportunities for faculty and university stakeholders to dialogue about supporting faculty will provide a means of building resilience for addressing generative AI effectively across campus. Dialogue offers an avenue for understanding others and increasing wellbeing (Noddings, 2002). As time moves on hopefully, HE can consider ways to build community for teachers to develop and discuss genAI literacy so best practices can be made available for all. As faculty needs are addressed, students will benefit, as students are now resorting to self-surveillance out of fear to prove their writing assignments are composed by a human and not a machine (Watkins, 2024b). Dialoguing around ways to address insecurity and better support students by communicating expectations to them without over policing them is an urgent issue that needs to be addressed. 
Practice
Practicing collaboration and problem-solving measures between the institution and the university is pivotal to provide resilience in the face of generative AI. One of the colleges on campus is practicing ways to support faculty in addressing genAI in education by offering events such as, incentivized faculty development and collaboration with the Center for Teaching and Learning. Most of the participants have participated in events and have benefited from the community built from these efforts. Moving forward, as reviewed in the literature, institutions need to acknowledge challenges faced by faculty and address toxic stressors that lead to burnout (Boon, 2021). Higher education needs more widespread practice in caring collaboration for building strong relationships and communication with colleagues and stakeholders to adequately support students.  
Confirmation
Confirmation is integral to building resilience and support for faculty should be demonstrated in caring but truthful conversations. Job displacement is a real concern for higher education faculty as more and more chatbots can provide feedback and instruction more efficiently than teachers (Bowen &Watson, 2024; Mollick, 2024). This time in history is like no other and there are many unknowns in how faculty and students in higher education will be impacted by generative AI technology, but this is also a time of change in finding new ways to adapt pedagogically to care for students first. Rather than clinging to the old ways, both professor Collin and Professor Jay acknowledged that teachers need to shift pedagogically to address generative AI in their teaching and disciplines. According to Professor Collin and Professor Jay, higher education faculty are in danger of being replaced by someone who can teach with genAI in their position, or depending on the institution, be automated by generative AI. University leaders and policy makers need to be in conversation around developing a caring approach to responding to genAI for all humans in confronting the digital future. 
Finally, confirming the good choices among the poor choices is important for HE faculty. As mentioned by Professor Collin and instructor Ron, using genAI detection tools or grading students with this technology without their consent compromises their privacy and are unsafe practices for the classroom. Difficult questions need to be raised as HE faculty proceed such as what will be honored in making decisions about how humans are educated and prepared for the workforce? Where will the balance be between how to implement and who will implement? It is essential that faculty and stakeholders speak honestly about the future to benefit society.
Limitations 
One limitation of this study is the newness of the topic as information and knowledge is constantly being built around generative AI. By the end of this study, several issues will be outdated or updated. Another limitation is the lack of other disciplines/voices and perspectives represented in this study. Including perspectives from faculty who are not using generative AI or discussing it with their students would help fill a gap in this study around how to best help and support them. Additionally, self-reporting is also a limitation as it is difficult to verify facts from the information provided by participants and to determine if the ways they are representing details are accurate. 
A major limitation revealed from the literature review is that higher education as a system limits faculty support by design. To determine effective supports and address issues related to resilience, the lack of acknowledgement as well as lack of focus on wellbeing for teachers in higher education at the institutional level is outside the scope of this study. However, findings revealed that teachers require a different kind of support that can’t come from the existing model. Instead, teacher support needs to be reimagined in HE to address the wider change needed make room for genAI approaches to teaching and learning. 
Implications of the Results for Practice
As mentioned, university leaders and policy makers need to be in conversation around developing a caring approach to responding to genAI for all humans in confronting the digital future. The first implication of this study for practice is to utilize an Ethics of Care (Noddings, 2002) for developing a clear pedagogical approach to teaching and learning with generative AI. By applying care ethics in responding to generative AI by following the model provided by in the Four Components of Care (Noddings, 2002) will allow faculty to determine how to build a caring environment for students with the goal of maintaining and fostering strong relationships with students to address the challenges presented by generative AI in education. This would require faculty development and training on care practices and ways to best apply the framework to each discipline, which would be best implemented at the department level. 
Currently this research is being disseminated through faculty workshops on the campus where this research was conducted. Working with a colleague and partnering with one of the colleges who help sponsor faculty building resources on generative AI, we have built 60–90-minute workshops for interested faculty across campus. The workshop includes fundamentals, ethical considerations and strategies for educators. The interactive presentation begins with an overview of how generative AI works such as, deep learning, machine learning and neural networks to build education around generative AI capabilities and training to help teachers understand the capabilities and limitations of the technology. Materials also include time for hands on technology exploring various generative AI tools. We built in times for reflection and discussion and faculty are encouraged to explore platforms to determine usefulness and offerings. Finally, faculty are given a variety of ethical scenarios related to both students and fellow faculty to help teachers consider the ways gen AI might pose ethical issues. So far providing these workshops to a variety of departments and levels of teachers has proven helpful for addressing the hype and hesitancy related to generative AI in education. We hope to continue helping guide teachers to consider how to consider and apply an Ethics of Care for their disciplines and students. This workshop provides an initial discussion for educators to safely examine their feelings and concerns around generative AI in a collaborative community. 
Faculty also need a framework of care that includes support and resources to carefully reexamine their responses to students to remove barriers in how they are relating to issues and concerns of generative AI. Especially considering the long-standing effects of the pandemic, current pedagogical approaches such as trauma-informed, growth mindset, and transformative teaching can help build resilience for teachers in addressing genAI in their courses. Starting with developing connection and collaboration for faculty within their departments or fields as well as multi-disciplinarily will help lower barriers to adoption by providing places to talk through feelings of resistance and discomfort. 
The next implication for practice is in creating and nurturing a collaborative community with others on campus. Beginning with locating the AI experts in each department to utilize their expertise to begin developing and sharing knowledge to develop resources related to their disciplines will help build collaboration in determining various approaches to generative AI. Organizing informal hangouts, book talks, or opportunities for teachers to build support around approaching genAI with faculty across disciplines can help to better explore implications and use cases for teachers in practical and caring ways. Strategies and resources should be organized for developing literacy in non-threatening environments like department trainings where colleagues can be honest and forthright in examining feelings and responses. Making space for dialogue within departments may help faculty process the stress and new demands put on teachers by generative AI to create an environment where people can focus on rebuilding trust.
Faculty development around best practices of genAI continues to be an important need across the campus as adoption rates are slow. Professor Bell suggested beginning with mandatory training for faculty to help build practical knowledge and understanding, especially considering policy alignment needs. This can begin with exposing faculty to the tools and providing hands on activities as well as discussing best practices. Professor Collin suggested offerings that help illustrate the power of genAI for by developing trainings that include scenarios and activities that put teachers in the shoes of students. For instance, imagining a scenario where they are a good college student who is pressed for time and needs to put a presentation together and uses genAI to create a slide presentation to share with their class. Activities like these would help teachers see how genAI offers various timesaving uses to build an understanding around the power and capability of the tools, while also highlighting the practicality.
Next, faculty need to build resilience by accessing more concerted and organized support to address challenges to incorporation before they can address student literacy and ethical use. However, faculty should help inform policy and practice, so resources and policies align with the classroom, namely in following the Four Components of Care (Noddings, 2002) for developing student centered pedagogical approaches. Institutional support means paying teachers for the expertise and development of materials in their fields. Faculty should work with stakeholders to help carefully develop best practices for both the level of the course, as well as course modalities. For instance, employing widespread faculty development that integrates care ethics for determining fair and equitable assessment practices for generative AI would be helpful to mitigate harm for students both academically and personally. 
Teacher training and resources on generative AI technologies and uses are needed to help faculty understand the urgency and practicality as well as the need for clear ethical guidelines as uncertainty and a lack of understanding of generative AI tools create a barrier to addressing questions of implications and training students for the workforce. For example, designing clear and useful resources for guiding ethical use and assessment practices for each level and modality. Lower division courses and remote courses should be carefully scaffolded to help ensure students can learn foundational knowledge by limiting generative AI use in certain cases and developing assignments which require students to demonstrate knowledge without tools. Designing genAI policies that better support students by clearly outlining expectations of what’s allowed and when and allow for open communication. For faculty training, case studies and concrete examples of the impact of AI on education and on the workforce as well as the ethical impact will help build a better understanding of the role of genAI for developing better policy. 
Additional pedagogical and theoretical approaches to caring for the individual such as Nel Noddings (2002), Paulo Freire (1938), John Dewey (1891) and bell hooks (2003) can help faculty situate larger conversations of ethical use and to discuss implications of generative AI on humans first in the context of education. This will also help address policy alignment issues for individuals as faculty develop more awareness and comfort around what tools are capable of and what they can use them for in the classroom. Thus, faculty need to collaborate with one another then university and community stakeholders to build literacy and resilience around addressing concerns related to generative AI to increase innovation to better prepare students for future work. 
Recommendations for Further Research
At the heart of this research study is advocating for increased care for all people involved in teaching and learning, particularly between teachers and students in higher education to build trust in encountering this emerging technology. Students need better care and support from teachers in the form of clear ethical guardrails to navigate the dangers associated with generative AI technology and in preparing for the digital era. However, the various challenges facing higher education, faculty need support in building resilience towards generative AI, which will require major transformation in higher education. Collaboration between stakeholders across all levels focused on an Ethics of Care (Noddings, 2002) can help address uncertainty in building literacy of generative AI technology. Historically, caring pedagogical approaches are often taught to K12 instructors while higher education mostly focuses on their research area and disciplines. Thus, a new approach is needed which includes increased care and support for students and faculty as higher education faculty move forward. 
Finally, more specific implementation strategies as well as clearer best practices for safe and ethical use would be helpful alongside this study. While these components could have been included more specifically in the study, there are a variety of uses which should be geared towards course outcomes and designed to be discipline specific. Due to the nature of generative AI, teachers need time and compensation to carefully employ fair and equitable assessment practices. Effective implementation requires faculty explore the best uses for their respective courses and students by building strong literacy of how to use the tools safely and appropriately for each task. Caring pedagogical practices can be developed by applying the Four Components of Care (Noddings, 2002) to guide implementation. Thus, utilizing findings from this study can aid faculty in development of more care-based pedagogical approaches. More research and development are needed for higher education institutions to better support both faculty members and students in building the needed resilience for responding to generative AI. 
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Appendix A
INFORMED CONSENT FORM
UNIVERSITY OF SOUTHERN INDIANA
Creating a Culture of Care: Exploring Faculty Responses to Generative AI Technologies at a Mid-sized Urban University 
IRBNet ID: 2165167-1
Informed Consent Document  

You are invited to participate in a research study entitled Creating a Culture of Care: Exploring Faculty Responses to Generative AI Technologies at a Mid-sized Urban University conducted by Jenny Lawrence. I am asking your permission to allow audio-record (sound) to be included in the study. You do not have to agree to be recorded to participate in the main part of the study. 

[bookmark: OLE_LINK2]Please read this form and ask any questions you may have before agreeing to participate in the study.                 

Why is this study being done?
The purpose of this study is to explore faculty responses and challenges to emerging generative AI in education and the reasons and beliefs around integration of formal pedagogical choices, including rationale behind approaching generative AI in your classroom. This research examines your perceptions and experiences regarding your decisions to incorporate generative AI into your teaching. 

You are being asked to participate because you are 1. A current teacher, 2. You are interested in teaching or incorporating generative AI into your curriculum. 

What will happen if I take part in this study and how much time will it take?
If you agree to be participate, you will do the following things:

• One 15-minute survey about your thoughts and plans for considering incorporation of generative AI into your course(s).

 • One 45-60-minute Zoom interview about your perceptions, challenges, rationale for pedagogical choices related to ethical frameworks and appropriate use in considering generative AI in your teaching practices. 

• A follow up 60-minute focus group (either over Zoom or in person depending on availability) audio recorded, with other interview participants to discuss experiences related to teaching and learning with generative AI. 

Data will be collected via an initial Qualtrics survey, an audio-recorded Zoom interview, and a follow up focus group. You will be asked to share your gender, age, teaching status (e.g., associate professor), previous semesters teaching in your discipline, previous teaching experience, perceptions, concerns, and challenges related to considering generative AI in the classroom, digital literacy, ethical considerations, and collaboration. 

What are my risks and benefits?
The risks of participating in this study are potentially related to the survey, which will include a section requesting demographic information. Due to the make-up of Idaho’s population, the combined answers to these questions may make an individual person identifiable. I will make every effort to maintain confidentiality. However, if you are uncomfortable answering any of these questions, you may leave them blank. 
There also may be other risks/discomforts that we cannot predict related to the questions in the interview or focus groups regarding ethical frameworks or scenarios. In any case, you are free to skip questions or take a break or discontinue completely at any time. 

The benefits of taking part in this study are in providing insight and information regarding ethical and appropriate use of generative AI to the field, as well as how to address issues related to incorporating generative AI into education as a community and in higher education. 

How will my information be used?
Efforts will be made to keep your personal information confidential.  Absolute confidentiality cannot be guaranteed.  The recording(s) will include the use of Zoom for audio-only of the interviews as well as focus group interview responses. The recording(s) will be used for analysis by the researcher, for educational purposes related to the corresponding dissertation. 

However, to maintain confidentiality you will be given a pseudonym so that your identity will not be shared if the study findings are published or presented. The recording(s) will be stored on an external hard drive in a locked file cabinet with no link to participants’ identity and will be retained for three years then destroyed.  

May I be eligible for compensation for participating?
Compensation for completing the study will be a $20 Amazon gift card, which will be emailed to participants at the completion of data collection. 

Do I have choice in volunteering for this study?
Participating in this study is voluntary.  You may choose not to participate or may leave the study at any time without in any penalty or loss of benefits to which you are entitled.  Your decision whether to participate in this study will not affect your current or future relations with the investigator. 

Who can answer my questions about this?
If you have questions about the study or encounter a problem with the research, contact the researcher Jenny Lawrence at jennylawrence@boisestate.edu
 
For questions about your rights as a research participant or to discuss problems, complaints, or concerns about a research study, or to obtain information or offer input, contact the University of Southern Indiana Office of Sponsored Projects and Research, 8600 University Blvd., Wright Administration, Evansville, IN 47712, 812-465-7000 or by email at rcr@usi.edu. 

The research team members are not acting as agents of the University of Southern Indiana and do not have authority to bind the University. Any opinions, findings, or recommendations expressed in this study represent the researchers’ own and do not necessarily reflect the views of the University of Southern Indiana.


PARTICIPANT’S CONSENT:  I have read the information provided to me.  I have had all my questions answered.  Based on the statements above, I consent to participate in this study.  I am of 18 years of age or older. Please sign and email this consent form to Jenny Lawrence to receive a link to the survey. 


Your Name (Participant): 	  

Your Signature (Participant):	 Date: 		
	            
Researcher’s Name: 	

Researcher’s Signature:	 Date:	




Appendix B
INTERVIEW QUESTIONS 
Original Faculty Interview Protocol and Questions
Interviewee (Title and Name): ______________________________________
Interviewer: _____________________________________________________
Survey Section Used:
_____ A: Interview Background
_____ B: Perceptions and Understanding of Generative AI
_____ C: Concerns Related to Using genAI in Teaching
_____ D: Broad Ethical Concerns of genAI
_____ E: Guiding Students in Appropriate Use
_____ F: Personal Challenges for Using genAI in Teaching
_____G: Addressing Student Concerns
_____H: Collaboration and Support
Other Topics Discussed: ____________________________________________
________________________________________________________________
Documents Obtained: _____________________________________________
________________________________________________________________
________________________________________________________________
Post Interview Comments ____________________________________________________________
__________________________________________________________________________________
Introductory Protocol
To facilitate our notetaking, I would like to audio tape our conversations today. Please sign the release form. For your information, only researchers on the project will be privy to the recordings which will eventually be destroyed after they are transcribed. In addition, you must sign a form devised to meet our human subject requirements. This document states that: (1) all information will be held confidential, (2) your participation is voluntary, and you may stop at any time if you feel uncomfortable, and (3) we do not intend to inflict any harm. Thank you for agreeing to participate.
I have planned for this interview to last no longer than one hour. During this time, I have several questions that we would like to cover. If time runs short, it may be necessary to interrupt you to complete this line of questioning.
Introduction
My name is Jenny Lawrence, and I am a teacher here in the First Year Writing department and a doctoral student with the University of Southern Indiana. I am conducting an exploratory research study about the experiences and perceptions faculty who are considering incorporating generative AI into their curriculum. I am interested in learning more about your perspectives regarding teaching and learning with generative AI. I am looking to understand the reasons and challenges you have for thinking about ethical and appropriate incorporation in order to see how you have built literacy and resilience for navigating the issues and impacts of generative AI technologies for teaching and learning. 
A. Interviewee Background
How long have you been...
_______ in your present position?
_______ at this institution?
Interesting background information on interviewee:
What is your highest degree? ___________________________________________
What is your field of study? ____________________________________________
How long have you been teaching?______________________________________
A. Briefly describe your role (office, committee, classroom, etc.) as it relates to student learning
B.    What motivates you to use innovative teaching and/or assessment techniques in your     teaching?
B. Perceptions and Understanding of Generative AI (GenAI) Technologies
1.  Have you encountered or used generative AI tools or applications in your teaching or research? If   so, please describe your experience.
2. As a follow up to the first question, in what ways have you built literacy of generative AI technology for teaching?   
C. Concerns Related to Using GenAI in Teaching
3.   What concerns or reservations do you have about incorporating generative AI into your courses?
4.   How do you think generative AI could impact your teaching methods and pedagogical approaches? The impact of generative AI on student learning outcomes?
5. How will you handle issues of transparency and accountability in the use of generative AI, particularly when it comes to grading and assessment?

6. How do you plan to evaluate the effectiveness of generative AI in achieving your  
course objectives, and what challenges might you encounter in this evaluation process?

D. Broad Ethical Concerns of GenAI 
7.  Are there concerns about the reliability and accuracy of AI-generated content that you'd like to discuss
8. Are there concerns about generative AI exacerbating inequalities or biases in education, and how do you plan to mitigate these issues?
9. What ethical considerations or theoretical frameworks have guided your thinking in adopting generative AI, particularly in terms of data privacy and security?
10. Are there any broader ethical concerns about the societal implications of AI in education that you would like to address?

11. Can you discuss any concerns related to intellectual property and copyright when using generative AI to create educational materials?

E. Guiding Students in Appropriate Use
12.  When considering the benefits of generative AI for students, what makes you the most excited? Why? What are you most concerned about for students using genAI? 

13.   Are there ethical considerations you believe are important for students to know when using generative AI in the classroom? Please elaborate.

14.   How do you think generative AI can be used responsibly to ensure ethical teaching practices?
F. Personal Challenges for Using GenAI in Teaching

15. What personal challenges have you encountered for effectively using generative AI in teaching?

16. In what ways do you feel you need greater support and/ or resilience for addressing genAI?

G. Addressing Student Concerns
17.    What are your plans for guiding students in appropriate use of generative AI in your courses?
18.    How do you intend to inform students about the use of AI in your courses and obtain their consent, if necessary?

19. Have you considered how students might perceive the use of generative AI in their education? What do you anticipate their reactions might be?

20. How would you address potential student concerns or questions about the use of generative AI in your courses?

H. Collaboration and Support
21. What kinds of collaboration have you accessed from the university or teaching community for thinking about generative AI and teaching? 

22. How do you plan to stay informed about the evolving ethical guidelines and best practices related to the use of AI in education?

23. What kind of support or training do you think faculty members would need to   effectively 	incorporate generative AI into their courses?
 
Thank you for your time today. This concludes our interview. I will be in touch about possible focus groups. 
Post Interview Comments and/or Observations: 


 SURVEY QUESTIONS

https://qualtricsxmbpbbs7m4h.qualtrics.com/jfe/form/SV_6Mq3iu99RwoMJEO

Q1: What is your gender identity? Check all that apply: 

1. Woman 
2. Man 
3. Gender non-conforming
 4. Non-Binary 
5. Genderqueer 
6. Agender
7. Gender Fluid 
8. Open Response 

Q2. What is your race? Check all that apply: 

1. Black 
2. African American 
3. African 
4. Hispanic 
5. Latinx 
6. Native Hawaiian 
7. Native American/Alaska Native 
8. Asian 
9. Asian-American 
10. Pacific Islander 
11. Indigenous 
12. Biracial 
13. Multiracial 
14. Multiethnic 
15. White 

Q3. How long have you taught at BSU? 

1. One Semester 
2. Two Semesters 
3. Three Semesters 
4. Four Semesters
5. Five or More Semesters 

Q4. What do you teach? 

Q5. Have you taken any ethics courses in the past? If so, when, and what courses did you take?

Q6. How well do you feel you understand the capabilities and limitations of generative AI technologies? 

Q7. How familiar are you with ethical frameworks for generative AI? 

Q8. Please list three things, overall, you are most confident about now regarding teaching generative AI in your classes. Next to each item, please also type a number from 1–5 to indicate the level of your confidence: 1 = “a little confident” and 5 = “extremely confident.” Your answer might look like this: “leading class discussions, 3.”
 
Q9. Please list three things, overall, you are most concerned or anxious about now regarding teaching generative AI in your classes. Next to each item, please also type a number from 1–5 to indicate the level of your concern: 1 = “very mild concern” and 5 = “extremely concerned.” Your answer might look like this: “guiding best practices for appropriate use, 3.” 

Q10. Consider personal challenges have you encountered regarding building literacy around generative AI in your discipline: please list 2-3 challenges you feel have been difficult for you in building literacy of various generative AI technologies and include a number (1–5) to indicate the level of your confidence (1 = low, 5 = high). Your answer might look like this: “Personal burnout, 3.”

Q11. Consider the process of designing a syllabus: please list 1–2 things about creating your syllabus regarding generative AI in your course(s) you are most confident about, and include a number (1–5) to indicate the level of your confidence (1 = low, 5 = high). Your answer might look like this: “Communicating expectations, 3.” 

Q12.  Still on the same topic: please list 1–2 things about creating your syllabus you are most concerned or anxious about and include a number (1–5) to indicate the level of your concern (1 = low, 5 = high). 

Q13. Consider the process of designing a course that incorporates generative AI: please list 1–2 things about creating a course you are most confident about, and include a number (1–5) to indicate the level of your confidence (1 = low, 5 = high). Your answer might look like this: “Building best practices, 3.” 

Q14. Still on the same topic: please list 1–2 things about creating a course incorporating generative AI you are most concerned or anxious about, and include a number (1–5) to indicate the level of your concern (1 = low, 5 = high).
 
Q15. Now consider the task of guiding students, either in a classroom or synchronously online in ethical or appropriate use of generative AI in your course(s): please list 1–2 things about guiding students about which you are most confident, and include a number (1–5) to indicate the level of your confidence. Your answer might look like this: “Designing individual activities, 3.” 

Q16. Still on the topic of guiding appropriate use of generative AI in your courses: please list 1–2 things about classroom teaching that you are most concerned or anxious about and include a number (1–5) to indicate the level of your concern.
 
Q17. Consider the process of assessing and grading student work using generative AI: please list 1–2 things about assessing and/or grading student work that you are most confident about, and include a number (1–5) to indicate the level of your confidence. Your answer might look like this: “Writing an assignment prompt for using generative AI appropriately, 3.” 

Q18. On the same topic of assessing and grading student work using generative AI: Please list 1–2 things about assigning and grading about which you are most concerned and include a number (1–5) to indicate the level of your concern. 

Q19. Please rate the following to indicate whether. How well they have helped you build your confidence as a faculty member in considering incorporating generative AI into your instruction. Use a 1-5 scale, where 1 indicates “didn’t help much at all” and 5 indicates “helped quite a lot”, Use “0” for anything you haven’t encountered yet. 
· Experience as a teacher
· Observing others and/or being mentored by other teachers
· Reading research or professional literature on generative AI in education 
· Faculty trainings or professional development on generative AI 
· Collaboration with other teachers or stakeholders around generative AI
· Discussions or exchanges with other teachers regarding generative AI
Q20. Please rate the following to indicate whether. How well they have helped you build your skills as a faculty member in considering incorporating generative AI into your instruction. Use a 1-5 scale, where 1 indicates “didn’t help much at all” and 5 indicates “helped quite a lot”, Use “0” for anything you haven’t encountered yet. 
· Experience as a teacher
· Observing others and/or being mentored by other teachers
· Reading research or professional literature on generative AI in education 
· Faculty trainings or professional development on generative AI 
· Collaboration with other teachers or university stakeholders around generative AI
· Discussions or exchanges with other teachers regarding generative AI
Q21. When you face a challenge or a problem as a faculty member, how well do the following help you address or navigate the problem? Use a 1-5 scale, where 1 indicates “didn’t help much at all” and 5 indicates “helped quite a lot”, Use “0” for anything you haven’t encountered yet.
· Experience as a teacher
· Observing others and/or being mentored by other teachers
· Reading research or professional literature
· Collaboration with other teachers or university stakeholders
· Discussions or exchanges with other teachers
Q22. What kinds of support or training would most help alleviate the strongest challenge you are currently facing as a teacher regarding considering incorporation of generative AI into your courses? 

Q23. Are you interested in participating in a 45-60 min zoom interview for the next part of this study? 
Yes or No 





























Addendum to Original Interview Questions
After reading through the initial survey responses, I realized I wanted to know more about responses to the questions about teaching generative AI in their classes, so I changed to the interview questions to better elicit their thoughts from the survey questions. Included is a revised list of the questions I used in the interviews. 
Revised Interview Questions (based on the initial screen survey)

1. How long have you been in your present position?

2. What courses have you taught primarily?

3. What's your field of study?

4. Can you briefly describe your role as it relates to student learning?

5. What motivates you to use or study generative AI in your teaching?

6. How well do you understand the capabilities and limitations of generative AI? Can you tell me a little bit about your understanding of the capabilities and limitations of generative AI?

7. How familiar are you with ethical frameworks related to teaching generative AI?

8. What's an ethical framework for using generative AI?

9. Regarding how confident you are regarding teaching it in your classes, can you tell me what it is that makes you less confident about incorporating AI into assignments at this point in time?

10. What ways has GenAI shown up in your classes?

11. Have you done any modeling from the front to say, here's chat GPT, this is what it looks like?

12. As for student data, what do you think is concerning about students and data?

13. How do you think harm could be mitigated for students concerning gen AI in the classroom? So, thinking about generative AI, thinking about data, thinking about training students, what needs to be discussed?

14. The next question [from the survey] being about personal challenges, that you are encountering, regarding building literacy, considering personal challenges that you’re hitting, or barriers, can you tell me a little bit about that? 

15. One of the questions after the challenges was, how do you see generative AI impacting your teaching methods and pedagogical approaches so far? So, like, if you think about it in the future, right, how do you see Gen AI impacting your teaching methods and pedagogical approach in the future?

16. Looking at this idea along lines of challenges with generative AI, or concerns. One of the questions is How do you handle issues of transparency and accountability and the use of generative AI, particularly when it comes to communicating these concerns to students?

17. How have you used AI tools or applications in your teaching or research? What ways have you are you building literacy of generative AI technology for your students or faculty?

18. What role do you think the teacher plays in helping guide students right now? Besides teaching, we’re now having to also guide them in making some choices, like some moral choices about things. What as a result, what do you think the role of the teacher is in guiding students in this?

19. Thinking about students and their concerns, and maybe some of them might be nervous about actually using generative AI, or they're not really sure if it's a good idea, and they have reservations, right? What do you intend to do to inform students about the use of generative AI in your courses? Like to obtain their consent? or opt out? What does that look like? Do they get a choice? Like if you were to create a class? What would you say to them about their rights or their concerns?

20. What kind of support or training do you think that faculty members at a university need to effectively incorporate generative AI into their courses?

21. Do you think that there are resources for that right now available to faculty members?

22. What specific kinds of collaboration have you accessed from the university or teaching community for thinking about general AI and teaching or training?
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