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ABSTRACT KEYWORDS

Innovative dynamic data tools afford opportunities for K-12 stu- Data moves; statistics;
dents and teachers to explore multivariate data and create data science; data )
linked data representations. These tools also support engage- visualizations; prospective

ment in data moves, which are transnumerative actions to pro-  teachers

cess, organize, and visualize data. The current study sought to
understand how prospective K-12 mathematics teachers (PMTs)
use data moves in the Common Online Data Analysis Platform
(CODAP) to create and interpret visualizations and statistical
measures to make sense of state-level data about education in
the United States. Extending the work of Erickson et al. (2019),
a framework is presented to characterize data moves and pro-
vide examples of actions within CODAP that illustrate each
data move. Based on analysis of thirty screencasts created by
PMTs, four examples highlight PMTs' use of data moves to
investigate data in CODAP.

Introduction

There has been increased emphasis around the world for providing oppor-
tunities to learn statistics and data science concepts within middle and
high school mathematics courses (Bargagliotti et al., 2020; Sukol, 2024).
Recommendations encourage teachers to provide opportunities for students
to learn statistics through actively engaging in real data investigations
(Ben-Zvi et al., 2018; Rubin, 2020). Using real, larger datasets requires
use of technology tools throughout an investigative process, such as in
preparing, collecting, exploring, visualizing, and summarizing data (Gould
et al., 2018). Several researchers have shown that learners in secondary
schools can successfully use data tools to manage, wrangle, visualize,
model, and craft data stories using big datasets (Kahn & Jiang, 2020; Lee
& Wilkerson, 2018; Sanei et al., 2023).

CONTACT Rick A. Hudson @ rhudson@usi.edu @ Mathematical Sciences Department, University of Southern
Indiana, Evansville, IN, USA.

© 2024 The Author(s). Published with license by Taylor & Francis Group, LLC.

This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives
License (http://creativecommons.org/licenses/by-nc-nd/4.0/), which permits non-commercial re-use, distribution, and reproduction
in any medium, provided the original work is properly cited, and is not altered, transformed, or built upon in any way. The
terms on which this article has been published allow the posting of the Accepted Manuscript in a repository by the author(s)
or with their consent.


http://orcid.org/0000-0002-4834-6815
http://crossmark.crossref.org/dialog/?doi=10.1080/07380569.2024.2411705&domain=pdf&date_stamp=2024-10-16
https://doi.org/10.1080/07380569.2024.2411705
mailto:rhudson@usi.edu
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.tandfonline.com

2 R. A. HUDSON ET AL.

To develop knowledge for teaching statistics to support students” learning
with data and technology (Lee & Hollebrands, 2011), teachers need expe-
riences as learners of statistics to investigate large multivariate data (Gould
& Cetinkaya-Rundel, 2014; Lee et al., 2014). Our paper expands research
in this area to offer a framework and examples of the nuanced ways that
future teachers engage with data using a highly visual and dynamic online
data tool, CODAP.

Potential of dynamic data tools for changing the teaching of statistics

Wild and Pfannkuch (1999) introduced the idea of transnumeration as a
data practice that statisticians engage in to transform data to investigate,
summarize and visualize data. Those who work with data in their career
use a variety of modern tools to assist them in transnumerative actions
necessary to transform data in ways that answer questions and commu-
nicate trends and patterns (Lee et al., 2022). Over the past 20years, there
have been a variety of data tools developed and used in educational set-
tings, each with their own interfaces, features, and capabilities. For a recent
review of data tools for K-12 data science education see Israel-Fishelson
et al. (2023). Although there are multipurpose tools such as spreadsheets
and programming languages and environments based on Python and R
(both commonly used by data scientists and statisticians), other tools are
developed specifically for educational purposes, often referred to as dynamic
statistics software or dynamic data tools (e.g., CODAP, TinkerPlots,
Fathom), that have low/no code requirements, drag-and-drop interfaces,
and possibilities of viewing multiple representations of data that are dynam-
ically linked-meaning that selections and changes in one representation
are visibly seen across all representations (Mojica et al., 2019).

Dynamic data tools, such as CODAP, are designed based on research
tindings of how students learn with data and have the potential to change
what teaching and learning statistics and data science can look like in
middle and high school settings (Finzer, 2013). These tools support explor-
atory data analysis with larger datasets, intuitive ways to organize and
visualize data, and connections among multiple data representations (Mojica
et al., 2019).

CODAP and other dynamic data tools have been incorporated in sta-
tistics curricula and teacher education materials (e.g., Lee et al., 2010;
2021; Zieffler & Catalysts for Change, 2023). However, McCulloch et al.
(2021) reported that only about half of U.S. mathematics teacher education
programs include dynamic statistics software in courses for future teachers
— 56% of 213 program respondents. Research has shown there are many
benefits for mathematics teachers who have been educated in a technol-
ogy-intensive teacher education program that includes use of dynamic
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statistics software, including the ability to use these tools with large mul-
tivariate datasets to engage in statistical investigations themselves (Lee
et al., 2014), design statistics investigation lessons (Casey et al., 2021),
and look for ways to enhance their statistics lessons using such tools once
they are practicing teachers (McCulloch et al., 2018).

Working with data

The data science process involves importing, tidying, transforming, visu-
alizing, modeling and communicating about data (Wickham et al., 2023).
Many of the steps in this process correspond to transnumerative actions
that are executed using specific actions or commands in different data
tools. For example, Wickham (2014) described the specific operations to
change the structure of a dataset to result in a “tidy” dataset, where each
case is a row and the value for each variable is in a separate column, and
actions of modifying tidy datasets, such as filtering, transforming, aggre-
gating, and sorting.

Other scholars have focused on how secondary students can engage
in practices of data wrangling using various actions in tools such as R
and iNZight with diverse command structures that require different
knowledge of the purpose of such commands and specific structure for
parameters in a function (Burr et al., 2020). Recognizing the difficulty
learners have in understanding different commands in R and Python to
act on data frames in order to filter or calculate summaries, Sundin et al.
(2020) investigated the use of visual cues to help college-level learners
decompose actions on data in order to assist students in understanding
the purposes of certain actions on data. Others, such as Jiang and Kahn
(2020), have studied how younger learners can engage in data wrangling
practices such as filtering a dataset, focusing on a single data point for
interpretation (often outliers), and reasoning about data in the aggregate
through trends and summaries using highly visual, interactive data inter-
faces such as Gapminder and Social Explorer. In an earlier study on ways
pre-service teachers used TinkerPlots and Fathom, Lee et al. (2014) iden-
tified several transnumerative actions that were particularly useful when
investigating questions with larger datasets. These included overlaying
statistical measures within a graph of a distribution, using existing attri-
butes to compute a new attribute, linking cases across representations,
removing cases based on some criteria, and computing proportions for
subgroups of data.

Within any data tool, transnumerative actions for processing, organizing
and visualizing data are made possible by enacting actions supported by
the specific data tool. Erickson et al. (2019) coined different types of
transnumerative actions as “data moves” that consist of “an action that
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alters a dataset’s contents, structure, or values” (p. 3). They proposed six
core data moves:

o Filtering - process of removing extraneous cases irrelevant to an
investigation or focusing on a subset of data that removes complexity
or quantity of cases.

o Grouping - process of dividing a dataset into multiple subsets, or
groups, often for the purpose of making comparisons among groups.

o Summarizing - process of producing and displaying a statistical
measure.

« Calculating — process of transforming data to produce a new attribute
by using formulas to calculate values based on other attributes.

» Merging/Joining — a process used to expand a dataset by combining
datasets together, either through merging two datasets about the same
phenomena to get a bigger dataset (i.e., more cases) or joining one
dataset with another to add new information about each case (com-
bining a dataset of students’ heights with another one containing their
arm span measurements and gender identity)

o Making a Hierarchy - a specific process to restructure a flat or “tidy”
dataset (every case has a unique row and every attribute in a column)
into a nested format by forming subsets, often with labels (e.g., states
or school names) or categorical attributes such as census region (West,
South, Northeast, Midwest).

Erickson et al. (2019) also described how others may consider moves
such as Sorting for organizing and visualizing data, Stacking for trans-
forming datasets into tidy rows and columns, and Sampling as a key move
to generate new datasets, either from probabilistic models or from selecting
cases from a larger dataset. They explicitly anticipated and hoped that
“the broader statistics education and data science communities will help
us recognize and characterize others [data moves] as appropriate” (p. 15).
Indeed, within the context of a study that utilized spreadsheets with sec-
ondary students, van Borkulo et al. (2023) noticed that students often
used Sorting and considered it a key data move. Our intent is to use the
context of our research to dive deeper into the nuanced ways a user could
enact specific data moves, and combinations of data moves, to accomplish
different goals in their investigation.

Research focus

Although the work by Erickson et al. (2019) created a list of data moves,
we believe that teachers and teacher educators may benefit from a frame-
work that helps to connect how specific actions in CODAP correspond
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to these data moves. Furthermore, Peters et al. (2024) have suggested that
data explorations in teacher education “should be designed for teachers
to be computationally nimble and comfortable with data moves using
technology such as CODAP” (p. 138). However, the field lacks empirical
evidence about how teachers use data moves as they engage in such data
investigations. To help fill this gap and call for research, we aimed to
examine ways in which pre-service K-12 mathematics teachers (PMTs)
utilize data moves made possible through the use of dynamic data tools
to help them answer statistical questions. To that end, our specific research
question is:

How do PMTs use data moves in CODAP to create and interpret visualizations and
statistical measures to make sense of data?

Methods
Context

As part of a larger study, we collected various sources of data relating to
field testing our ESTEEM materials (Lee et al., 2021) from Fall 2017 to
Spring 2020, when PMTs used these materials in various courses in their
mathematics teacher education programs at different institutions across
the U.S. For this paper, we focus on an assignment within these curric-
ulum materials' where PMTs created screencasts-digital video recordings
of their computer screens along with audio-to document their completion
of a statistical investigation in CODAP. The assignment presented three
choices of datasets and associated questions. PMTs were asked to verbalize
their thinking as they investigated the data and made their recording.
PMTs were also directed to illustrate strong statistical thinking (e.g., using
an investigative cycle and habits of mind), appropriate statistical language,
and advanced and powerful features of CODAP to conduct an in-depth
analysis.

One dataset focused on education-related data from each of the 50 U.S.
states and the District of Columbia (DC) (hereafter collectively referred
to as ‘states’)?. The U.S. State Education dataset consisted of nine attributes,
including name, two categorical attributes (census region and census divi-
sion), and six quantitative attributes (expenditure per student, average
teacher salary, number of teachers, number of high school graduates,
revenue per student, and student-to-teacher ratio). When accessing the
data within CODAP, a PMT initially saw a data table, an empty graph, a

Thttps://place.fi.ncsu.edu/local/catalog/course.php?id=22&ref=3.
2https://codap.concord.org/releases/latest/static/dg/en/cert/index.html#shared=18336.
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map of the U.S., and a textbox describing the dataset’s source. The U.S.
State Education dataset was selected as the focus for our analysis because
more PMTs selected this choice than any other dataset. PMTs were asked
to address the following questions in their data investigation:

» Based on the average teacher salaries for states in the South and the
West, where would you prefer to teach and why?

» Explore other quantitative attributes in this dataset and compare the
distributions for the South and West. Based on the data you have
examined, in which region do states seem to have good teaching con-
ditions in their schools?

The assignment was created using several important design features.
First, we developed the task to engage PMTs in a data investigation within
a context that is relevant to teachers. Second, the task was designed to
utilize CODAP. Third, the task encourages PMTs to compare distributions,
which many recognize as a strategy for developing statistical reasoning
(Makar & Confrey, 2004). An important feature of the U.S. School
Education dataset is that multiple conclusions could be drawn relating to
whether the South or the West would be a better region to teach in,
depending on what attributes were considered, as well as personal pref-
erences (e.g., location or weather).

Data collection

Sixty screencasts were collected in total. Due to the extensive, time-con-
suming work of analysis, we randomly selected 30 PMTs" screencasts to
analyze for this study. Participants came from two institutions in the U.S.,
a large university in the Southeast and a mid-sized university in the
Midwest. They were enrolled in one of the following courses: (1) teaching
secondary mathematics with technology, (2) elementary/middle statistics
content, or (3) secondary mathematics methods.

Framing a focus on data moves

Each screencast video was viewed by two members of our research team.
After viewing the videos multiple times, researchers recorded detailed
descriptions of PMTs" actions in CODAP, as well as their verbalizations.
Researchers also documented additional notes about what they were
noticing in relation to PMTs actions in CODAP and their reasoning.
Building on the work of Erickson et al. (2019), we used an iterative
process to create a framework for identifying data moves used by PMTs
and developed definitions of each move (DeCuir-Gunby et al., 2010).
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Researchers rewatched screencasts and refined categories of data moves
and definitions while also integrating literature on data moves and learn-
ers use of dynamic data tools through this process.Through watching
and listening to the nuanced ways PMTs were engaging with data in
CODAP, we primarily attended to the reason or purpose for the different
data moves they would enact. This led us to have slightly different cat-
egories of data moves than had been noted in prior literature. The final
iteration of the data moves framework is shown in Table 1. In the fol-
lowing description and throughout this text, we bold and italicize data
moves from our framework.

Although Making a Hierarchy was a core data move for Erickson et al.
(2019), we saw this as an example of an action for grouping that restruc-
tured a data table by using subsets already in the dataset. We further
expanded upon grouping to have three types of data moves with different
purposes: using subsets, creating subsets, and highlighting subsets. Calculating
was another data move identified by Erickson et al. that we reframed as
part of a data move we call expanding datasets that has three distinct
data moves with different purposes: adding data, merging, and joining.
One way to add data is through creating a new attribute based on a
calculation using existing attributes, which was also noted by Lee et al.
(2014). Although Sorting was mentioned by Erickson et al. (2019) and
identified as a key data move by van Borkulo et al. (2023), we broadened
the idea of Sorting into a data move of ordering since that is the purpose
of why one might sort data, and CODAP supports ordering cases in a
variety of ways. Other new data moves we identified and described in
Table 1 will be elaborated through examples in the results and discussion
sections.

Data analysis

After the data moves framework was fully developed, two researchers
watched all 30 screencasts again to identify the combination of data
moves utilized by PMTs. These combinations of data moves lead to the
development of major themes that described commonalities among the
PMTs’ data moves in CODAP, the inferences they made based on the
outcomes of these data moves, and the subsequent reasoning about the
dataset’s context needed to answer the statistical questions of the task.
The two researchers discussed and agreed on four prominent themes
concerning the analytic approaches and the collection of data moves
used by PMTs (Saldana, 2021). They identified how each of the 30
screencasts supported each theme and took additional researcher notes.
Researchers then selected PMTs’ screencasts that illustrate the four
themes, which describe general approaches of using data moves to
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investigate data in CODAP. We elaborate on these four themes in the
next section.

Results

In this section we report on the four major themes that include approaches
identified, along with data moves PMTs utilized, to reason about data
using CODAP. The examples of four PSTs, with the pseudonyms Laila,
Monica, Eleanor, and Samantha, were selected to illustrate significant
characteristics of their approaches; so, although each PMT used a variety
of data moves, we focus our findings on the data moves that were most
salient for each PMT. At the time of data collection, Laila, Monica, and
Eleanor were preservice elementary teachers seeking a minor in mathe-
matics teaching and taking an elementary/middle statistics content course
(in different semesters), and Samantha was a preservice secondary math-
ematics teacher enrolled in a course on teaching secondary mathematics
with technology.

We provide an example to illustrate each of the four approaches: (1)
comparing groups by using subsets in graphs, ordering and summarizing;
(2) linking across representations, filtering and obtaining; (3) using maps
and locating, and, (4) using subsets in a hierarchical structure and high-
lighting subsets. In the descriptions that follow, we use underscores and
italics to represent names of attributes in the dataset.

Comparing groups by using subsets in graphs, ordering, and summarizing

A common way that PMTs used data moves to compare groups in their
investigations was to utilize a combination of using subsets in graphs, ordering
cases within the graph, and summarizing cases using measures of center
and spread. For example, Laila began her investigation by using subsets to
add a categorical attribute to the horizontal axis to group cases by Census_
Region. She then created stacked dotplots for Average Salary, an ordering
data move. She noted the South showed a cluster of points near the bottom
of the scale. To investigate further, she engaged in a series of summarizing
data moves, including adding means, boxplots (shown in Figure 1), mean
absolute deviations (MADs), and numeric counts (e.g., 17 for South) to the
graph. After making each data move, she analyzed the graph using the
measure or representation shown. She noted that the West had slightly better
average salaries than the South, so based on the means, she would probably
want to teach in the West. When analyzing the boxplots, she identified
some points in both regions that she thought were outliers. She said she
used an equation to calculate whether these values were indeed outliers.
(CODAP allows users to show outliers when a boxplot is displayed, but she
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Figure 1. Laila’s stacked dotplots with overlaid Boxplots of average teacher salaries.

did not appear to be aware of this.) When MADs were displayed, Laila
called points in the South “more accurate, because [the West] is more spread
out” Regarding counts, she read 17 and 13 as the counts in the South and
West, respectively, and she stated, “Because they’re not the exact same
amount of points, we can’t say for certain which region is better, because
they’re not accurate in number, cause they’re not the same” Laila demon-
strated some problematic reasoning about the data, namely that she seemed
to equate variation with being less accurate and that subsets needed to have
the same number of values in order to make comparisons.

Laila next used an ordering move by replacing Average_Salary on the
vertical axis with Expenditure_per_Student. This move resulted in reordering
the data values in each subset in order from least to greatest for Expenditure_
per_Student. For this attribute, her first summarizing move was to display
the standard deviations, as shown in Figure 2. Through obtaining information,
she reported that the South had a slightly lower standard deviation than
the West. She again referred to the South’s points as “more accurate to the
average.” She removed the standard deviations from the graph and summa-
rized by adding a mean. Although she reported that you would want to
choose the region with the higher level of expenditures per student, she
also admitted there were not large differences between the two regions.

Laila continued to make multiple ordering and summarizing data moves
with different attributes. She investigated means and boxplots for Revenue_
per_Student and Students_per_Teacher (see Figure 3) to compare the South
and West. She then shifted her attention to look at all four regions using
Average_Salary, Students_per_Teacher, and Revenue_per_Student. She con-
cluded that teaching in the Northeast was her preference across all four
regions.
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Figure 2. Laila’s stacked dotplots with standard deviations of expenditures per student.
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Figure 3. Laila’s workspace in CODAP while investigating Students_per_Teacher.

Laila only ever had a single graph open in her CODAP workspace, as
shown in Figure 3). She maintained Census_Region in the horizontal axis
and repeatedly replaced attribute names along the vertical axis, an ordering
move. Although Laila’s repetitious actions allowed her to make comparisons
across groups, her reasoning was limited to inferences that could be made
by observing a single graph.

Linking across representations, filtering and inspecting

Monica is an example of a PMT who linked across representations, using
filtering and inspecting data moves. She began by dragging Average_Salary
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from the case table to the horizontal axis of an unordered graph to create
a dotplot, an ordering data move. She then employed using subsets to add
a categorical attribute (Census_Region) to the vertical axis to create stacked
dotplots, allowing her to visually compare the distributions of each region
on the same graph. She then used a filtering move, first highlighting subsets
of the Northeast and Midwest cases in the graph, and then hiding the
selected cases since they were “irrelevant” to her investigation. Finally, she
used a summarizing data move to plot means of the average salaries in
both regions. Through inspecting, hovering with her cursor, she obtained
information about the mean values and stated that the West had a higher
average salary as compared to the South (see Figure 4). She concluded
that if only the mean average salaries in the South and West were con-
sidered, she might prefer to teach in the West but that “there are a lot
of other variables to go along with that”

Monica turned her focus to exploring the number of teachers by region.
Utilizing a using subsets move, she drug the quantitative attribute Number_
of _Teachers into the center of the graph in Figure 4 to create a legend as
shown in Figure 5. This using subsets move allowed Monica to group cases
into numerical intervals shown by color, from least (lightest color gradient)
to greatest (darkest color gradient). With three attributes on the graph,
she obtained information about several states (see rectangle embedded in
Figure 5) and reasoned the West offers teachers more money, because
there is a higher demand for teachers and the cost of living in the West
is higher than the South, concluding there are more teachers in the South
than the West which could be the reason western teachers are getting
paid more.
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Figure 4. Monica’s graph comparing means of average teacher salaries.
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Figure 5. Monica’s graph displaying average teacher salaries and the number of teachers by region.
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Figure 6. Monica’s graph comparing student-to-teacher ratio in the South and West.

Recognizing that other attributes may be important to consider, Monica
used similar data moves to examine the ratio of Students_Per_Teacher by
(see Figure 6): (1) creating a new graph, ordering the ratios on the hor-
izontal axis; (2) using subsets by dragging Census_Region to the vertical
axis; (3) filtering irrelevant cases by highlighting and hiding cases in the
Northeast and Midwest; and, (4) summarizing to plot the means of the
ratio of Students_Per_Teacher. As shown in Figure 6, she obtained infor-
mation about the average teacher salaries in the South by hovering over
the plotted means.
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Unlike Laila’s approach of using one graph throughout her investigation,
Monica’s main goal throughout her investigation seemed to be to consider
multiple attributes to inform her decisions. Like many PMTs in our study,
she compared means of average teacher salaries of the South and West.
Many PMTs also went on to explore other attributes one at a time, com-
paring particular attributes by region. Monica differed in her approach to
many PMTs in our study in that she reasoned across more than two
graphs simultaneously.

The significance of Monica’s approach is that she utilized CODAP’s
capabilities to link multiple representations. This linking move characterized
the majority of her actions, illustrating her purposeful data move to con-
nect cases across representations and multiple attributes supporting her
multivariate reasoning. In addition to linking, she frequently used inspecting
to obtain information. While examining Figures 5 and 6 side by side (see
Figure 7), Monica concluded that teachers in the West get paid more;
they “have more students in their classrooms, that is a lot more work, a
lot more planning. And in the South you may be getting paid less, but
you are also dealing with less students in your classroom.” Here she used
stacked doptlots of Average_Salary and Students_Per_Teacher, along with
the means of each attribute per region and the gradient colors of Number_
of _Teachers to reason about multiple attributes, which would be challenging
to do without CODAP.

Monica continued to utilize CODAP to provide more information related
to Number_HS_Grads, where again she engaged in the data moves of
ordering, using subsets, highlighting subsets, filtering and summarizing to
produce stacked dotplots of Number_HS_Grads disaggregated for South
and West (shown in the lower right corner of Figure 8). As she articulated
her thinking, where she continuously linked multiple representations and
obtained information, Monica reasoned using all three graphs and the case
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Figure 7. Monica’s linking across multiple representations.
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table (see Figure 8). While connecting information about California across
all representations (i.e., graphs, case table, and map), she explained,

that “we have this one right here that has the highest of the West for graduates”
[hovered over California, clicked on case in Number_HS_Grads graph]. “And you
would also be getting paid the highest in the West in your salary” [hovered over
California, clicked in Average_Salary graph]. “But there is also a lot of teachers ...
and you would be required to have around 21.3 students per teacher” [hovered over
California, clicked in Students_per_Teacher graph]. “So even though it looks like you
are getting paid a lot more, and you will be having a lot of graduated students, you
would be having a higher student-per-teacher ratio”

Monica continued linking across multiple representations and obtaining
information by clicking on individual states in one dotplot and observing
where that state fell in the distributions displayed in the dotplots for the
other two attributes. She described her reasoning about these states using
each of the three attributes, first focusing on the state with the highest
average salary in the South (D.C.) and then cases that were near the
average salary for each region (i.e., Kentucky and Washington). While
examining D.C., she reasoned that it had one of the lowest numbers of
high school graduates in the South but the highest average salary in the
South. She further noted that D.C. has one of the smallest student-to-
teacher ratios, and questioned whether that might reflect the small number
of high school graduates, and mentioned there are many variables that
might influence this.

She reasoned that if you only consider average salary, one might want
to teach in the West. She pointed out that the student-to-teacher ratio
was higher in the West, which she deemed less desirable. She also
indicated the importance of accounting for where there are fewer high
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school graduates. She concluded her investigation by emphasizing that
from looking across all three graphs she would personally choose
the South.

Using maps and locating

Unlike Laila and Monica’s approaches that relied heavily on creating
graphs, Eleanor used two maps and locating. She used subsets to overlay
Census_Region on Map 1 (see Figure 9), taking advantage of CODAP’s
ability to use color to visualize distinct groups (e.g., states in the South
are colored pink). She also created subsets by placing the quantitative
attribute Average_Salary on her other map (Map 2), creating a legend
which grouped cases in several bins from least (lightest color) to greatest
(darkest color). She used locating while saying “I can see the South has
the lower end of the salaries [used mouse to encircle southern states],
and the West has the higher end of the salaries [moving her mouse along
the western coast of the U.S.]. So based on average salaries, I would prefer
to teach in the West because they have more variety of higher pay than
the South.”

Several states’ census regions (i.e., D.C., Delaware, and Maryland) were
identified as South, but these states are geographically and culturally con-
nected to the Northeast. These states had very high average teacher salaries
and were outliers in the South. PMTs who used stacked dotplots and
inspected to obtain information about individual states within regions with
the highest average teacher salaries were often surprised or grappled with
whether these states were really in the South. Eleanor did not struggle
with this. Eleanor likely used Map 2 to visually identify states where the
darkest colors were located while at the same time using Map 1 to help
her keep track of where the darkest states were located within regions.
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Figure 9. Eleanor’'s maps showing states colored by region (Map 1) and average teacher sala-
ries (Map 2).
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Because D.C., Delaware and Maryland are small and were somewhat
challenging to locate without locating the individual states, Eleanor rea-
soned more broadly about the aggregate. Although the evidence she pro-
vided using this unique capability of CODAP may not have been the
strongest argument about choosing a region based on salary, we argue
that keeping track of the states’ region in a map supported her reasoning
about the aggregate of average teacher salaries in the South and West.

Using groups in a hierarchical structure and highlighting groups to link

In contrast to the other approaches we have shared, Samantha utilized a
unique feature of CODAP allowing the user to organize a case table using
a hierarchy, where she used grouping and highlighting subsets. Samantha
framed her screencast as if she were talking to her hypothetical students
as an audience. She began her exploration examining Census_Region as
an attribute for a map, similar to Eleanor’s Map 1, shown in Figure 9.
Next, Samantha attended to her data table by clicking on Census_Region
and dragging it to the far left side of the data table. In CODAP, this using
subsets action changes the structure of the data table by creating a hier-
archical structure. The result is shown in Figure 10, where the states are
grouped by region. Since her statistical question was limited to the South
and West regions, Samantha collapsed the Northeast and Midwest groups,
so the data table only showed the two focus regions. In contrast to Laila’s
and Monica’s approaches of calculating means in graphs, Samantha initially
chose to create a new attribute, which she titled Mean_Salary, and created
a formula to summarize the means of the states’ average salaries in each

index Census Mean_Sa index State Census Expendi. Average_ Number. Number. Revenu. Student. Bo
Region Inry Division Student Salary Teachers HS_Crads Student r_Teacher Jary

301

Figure 10. Samantha’s data table with hierarchy by Census_Region and calculated means.
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region within the hierarchical table. She noted there was about a $3000
difference between the salaries in South and West, and stated “that might
be worthwhile”

Samantha then decided to investigate Average_Salary graphically by
dragging it to the graph to create a dotplot of the 51 states’ salaries, an
ordering data move. She traced the shape of the graph from left to right
as she said, “We might say if we plotted this as a histogram, that it was
right-skewed, because the tail would be over here [on the right]” This
statement suggests that Samantha may have thought that the shape of a
dataset’s distribution is dependent upon how the data is displayed. However,
she made a claim about the distribution’s shape without seeing the data
in a histogram. Next, Samantha added the mean (in blue) and the median
(in red) to the dotplot and stated that this is a right skewed dataset, “since
the mean is larger than the median” Samantha’s representation is shown
in Figure 11. Samantha used CODAP as a tool to explore data, and she
described an important statistical concept about the relationship between
a dataset’s mean, median and shape. However, these actions and the accom-
panying reasoning did not necessarily lead to answering her question about
differences between the South and West regions.

Samantha pointed out that the mean’s larger value (compared to the
median) and then said, “we would also know that we might have some
outliers over here [as she circled points on the right side of the distribu-
tion] that might be messing with it” She overlaid a boxplot over the
dotplot and removed the mean and median. She clicked on the left whisker
of the boxplot, which resulted in three changes to the workspace, as shown
in Figure 12—the points below the first quartile were highlighted as a
susbset in the dotplot, the corresponding rows in the data table highlighted
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Figure 11. Samantha’s Dotplot of average salaries with mean and median displayed.
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as a subset, and the states associated with these points were highlighted
using red outlines in the map. Linking these representations, Samantha
said, “In our bottom 25% for average salary, we can see a lot in the pink
states, so our South region, and four in our Western states.” Similarly, she
clicked on the right whisker to highlight a subset of states above the third
quartile. She noted, “If you look at the upper 25%, we’ve only got two
states in the West...I think we have one state in the South, Maryland, in
the upper average teacher salary.” Although not visible in the map, Delaware
and DC also fell in the upper 25% of the data.

Samantha, similar to Laila’s and Monica’s data moves of using subsets
and summarizing described above, continued her investigation by creating
stacked dotplots for Average_Salary and Students_per_Teacher, disaggregated
by Census_Region. She concluded, “For me personally as a teacher, I care
a lot about how many students I'm going to have in my classroom, and
I prefer to have a smaller number of students. So, I might choose to teach
in the South, even though I have a lower salary”

Discussion
Characterizing data moves in CODAP

The current study builds directly on the work of Erickson et al. (2019)
who advocated that data moves should play a more prominent role in
K-12 students’ exploration of data. Learning to engage in these data moves
is critical for data investigations involving real-world, multivariate, and
messy data (c.f. Ben-Zvi et al, 2018; Gould et al., 2018; Kahn & Jiang,
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Figure 12. Samantha’s CODAP workspace with cases below the first quartile highlighted in a
dotplot and outlined in a map.
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2020). The framework described in Table 1 clarifies and extends Erickson
et al’s initial work and expounds specific data moves by identifying a list
of possible actions in CODAP aligned to each data move. The framework
was refined by observing the nuanced moves of PMTs as they investigated
data in CODAP. As described above, the framework disaggregates the
grouping and expanding datasets data moves into sets of three types of
data moves. We also observed the PMTs engage in data moves beyond
those described by Erickson et al. (2019). The PMTs frequently inspected
the data by hovering over cases, attributes, or measures to obtain infor-
mation or locate cases geographically. Locating, as demonstrated by Eleanor,
was a particularly valuable data move given the context of the dataset and
CODAP’s capability of using maps as a data representation. Although the
action of inspecting does not change the structure of a dataset, it changes
the representation so a user can learn more about the data. Building on
others’ conceptualizations of Sorting (Erickson et al., 2019; van Borkulo
et al., 2023), we characterized ordering as a data move that almost all of
the PMTs used when creating dotplots, creating scatterplots, or reordering
categorical attribute names. We also identified a common data move of
highlighting subsets, a type of grouping data move often paired with other
data moves. For example, Monica first highlighted subsets to select cases
prior to filtering them. Highlighting subsets may also be used when linking
representations, such as when Samantha selected the lower whisker in a
boxplot and linked the corresponding points to states on a map. Our
definition of data moves reflects the user’s intent, so linking takes place
when a user intentionally selects cases in one representation to identify
cases in other representations.

Although our lens for describing PMTs" approaches focused on their
data moves, or combinations of data moves, contrasts between the four
themes described above are explicitly connected to affordances of using
dynamic data tools. Laila reasoned using single graphs, a process that is
commonly accessible when analyzing static data representations. However,
CODAP’s capabilities allow users to engage with data through data moves
that would not be possible with traditional, paper-and-pencil tasks (Mojica
et al.,, 2019). For example, users often move between exploring data and
considering models while investigating a question. The ease of being able
to create multiple graphs (e.g., dotplots, boxplots) and calculate and plot
visuals of statistical measures, allows users to make, test and possibly
refine conjectures which can be confirmed or refuted quickly with evidence
as demonstrated by our examples of PMTs approaches. Similarly, maps
can be used to explore and draw conclusions from geospatial data with
other attributes, as Eleanor’s work demonstrated. Additionally, CODAP
supports developing multivariate reasoning, where users can graph and
examine relationships between up to four attributes on the same graph,
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and linking multiple graphs, tables and maps as in the example of Monica’s
work. Using different data moves also provides important information to
the user when looking for trends or patterns, such as Laila obtaining
information about standard deviations or Samantha highlighting subsets of
states in a particular quartile. However, Samantha’s actions were quite
different than the other PMTs, because she actually restructured her data
into a hierarchy and expanded the dataset to make comparisons, capital-
izing on a significant feature of CODAP.

Although the data moves framework (shown in Table 1) was developed
through examining teachers’ work with a specific data tool, the data moves
and purposes are also applicable to ways learners engage in processing,
wrangling, and analyzing data using other tools (e.g., Israel-Fishelson et al.,
2023; Jiang & Kahn, 2020; Sanei et al., 2023). For example, data is easily
ordered in a spreadsheet using different actions to “sort” data, and filtering
a dataset is easily accomplished in R with a filter function where a user
defines the conditions that must be true for a case to remain in the data-
set. All data tools support capabilities to use subsets and create subsets
using various commands or actions specific to that tool. Thus, we encour-
age others to use the data moves framework to support their work with
teachers and students, regardless of the data tool used, and for researchers
to continue to expand the framework to identify types of data moves and
purposes as they study how computational data tools are used to support
data investigations.

Design of data investigation task

Aspects of the U.S. State Education dataset afforded unique opportunities
for PMTs to investigate and reason with data in ways suggested by many
(Ben-Zvi et al., 2018; Gould et al., 2018; Rubin, 2020). Questions inves-
tigated by PMTs required comparisons between the South and West census
regions, which often led to the creation and interpretations of represen-
tations showing bivariate or multivariate data. Furthermore, the units
within the dataset represented states, not individuals. This feature required
PMTs to attend to their statistical conclusions with precision. For example,
PMTs who analyzed Average_Salary in a dotplot needed to recognize that
each dot represented an average of salaries, rather than individual teachers’
salaries. In some instances, PMTs made statements that suggested they
were not considering that each dot represents many salaries. Variation
exists within each state’s individual teachers’ salaries that are not accounted
for in this dataset.

The context of the dataset was of high interest and relevance to PMTs,
who are planning careers in the field of education. PMTs used their con-
textual knowledge of education (e.g., a desire to have low student-teacher
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ratios) and geography (e.g., cost-of-living) as they considered which region
would be ideal. Like many real-world datasets, this dataset included attri-
butes and cases that were unnecessary to answer the questions posed.
PMTs needed to engage in contextual reasoning along with their data
moves to make sense of specific attributes. Data moves such as ordering,
summarizing, creating subsets, inspecting, and linking seemed to support
such contextual reasoning,

The screencast project described in this article has potential for use in
teacher education and other settings, because it permits the instructor to
observe the data moves the learner (e.g., PMTs) engages in. Insights can
be gleaned not only from what a learner does but also from what actions
they do not make. For example, Laila did not filter the data or create
multiple representations to link. Instructors may want to attend to data
moves taken by individual students to guide future conversations and
differentiate instruction for individual learners. However, the dataset may
not include opportunities to engage in all the potential actions in CODAP
identified in the Data Moves Framework. For example, one of the ordering
examples in Table 1 is treating a numeric attribute as categorical. The
task’s statistical questions could be answered without engaging in this
action. The data moves utilized are driven by aspects of the dataset and
by the statistical questions posed.

Conclusion

Although CODAP is a powerful tool that has incredible potential to be
used by students and teachers to transform and investigate data, very
little research has provided evidence for how teachers interact with this
tool. The current study demonstrates how teachers can use CODAP to
employ data moves that are inherent in data science, such as modifying
the structure of a dataset, producing linked data representations, and
investigating geospatial data. Although other tools exist with these capa-
bilities, CODAP was uniquely designed to foreground learners and learning
(Finzer, 2013; Mojica et al., 2019), and it can be transformative in what
statistics and data science concepts and skills are accessible within the
secondary curriculum and consequently, for teacher education. However,
in order for students to engage with dynamic data tools like CODAP,
teachers must develop their technological pedagogical statistical knowledge
(Lee & Hollebrands, 2011) to use and teach with such data tools, which
will require changes to current practices in teacher education programs
(McCulloch et al., 2021). The screencast assignment and U.S. State
Education dataset have been designed as part of a curriculum for pre-
paring teachers for this purpose. Teacher education programs must support
teachers to learn about and engage in data moves using dynamic data
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tools to ensure the next generation of teachers are prepared to adeptly
provide learners with meaningful experiences involving authentic, multi-
variate data.Notes
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